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Foreword 

 

This volume provides descriptions of supported projects in the Theoretical Condensed Matter 
Physics (TCMP) Program, Materials Sciences and Engineering Division (MSED) in the Office 

of Basic Energy Sciences (BES) of the U.S. Department of Energy (DOE). It is intended to 
provide material for the third TCMP Principal Investigator meeting, held August 15–17, 2016 in 
Gaithersburg, Maryland. 

 
BES supports fundamental research to understand, predict, and ultimately control matter and 

energy at the electronic, atomic, and molecular levels and fundamental research which provides 
the foundations for new energy technologies relevant to DOE’s missions in energy, environment 
and national security. Condensed matter theory plays a key role in both the discovery of new 

organizing principles and the clarification of the origin of newly discovered phenomena. 
 

The TCMP program emphasizes quantum materials, materials discovery, non-equilibrium 
transport, ultrafast response, and fundamental research in materials related to energy 
technologies. Ongoing research includes strongly correlated electron systems, quantum phase 

transitions, topological states, computational and data driven materials design, magnetism, 
superconductivity, optical response, semiconductors, thermoelectric materials, and neutron and 

photon scattering.  Computational techniques include quantum Monte Carlo, improvements to 
density functional theory, extensions of dynamical mean field theory, density matrix 
renormalization group, self-consistent GW calculations and field theoretical approaches. 

 
The TCMP program has recently expanded its portfolio through the interagency Materials 

Genome Initiative and support for new large projects in Computational Materials Sciences, 
designed to provide widely used, experimentally validated software and data to the materials 
community. An ongoing emphasis is toward exascale computing and joint programs with the 

Chemical Sciences, Geosciences and Biosciences Division of BES and the Office of Advanced 
Scientific Computing in DOE 

 
The purpose of the BES biannual PI meetings is to bring together researchers funded by BES to 
foster an awareness of the research of others in the program, to facilitate the exchange of new 

results and research highlights, to promote new ideas and collaborations among participants and 
BES scientific user facilities, and to identify and pursue new scientific opportunities and new 

frontiers. For BES the PI meetings provide an opportunity to see the entire portfolio at one time 
and to assess the state of the program and chart new scientific directions. 
 

We thank all the meeting participants for their active contributions in sharing their ideas and 
research accomplishments.  We wish to thank Teresa Crockett in MSED and Linda Severs at 

the Oak Ridge Institute for Science and Education (ORISE) for their outstanding work in all 
aspects of the meeting organization. 
 

Dr. James W. Davenport & Dr. Matthias J. Graf 
Program Managers, Theoretical Condensed Matter Physics 

Materials Sciences and Engineering Division, Basic Energy Sciences 
Office of Science, U.S. Department of Energy 
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Static and Dynamic Thermal Effects in Solids 

Philip B. Allen, Stony Brook University 

Key words: Temperature Shift, Thermal Broadening, Polaron, Piezo-electric, Pyroelectric 

Project Scope 

 The current project (with student 

Jean Paul Nery) is about the temperature 

shift of electronic band structures.  The 

specific example we study is the conduction 

band minimum and valence band maximum 

of zincblende structure GaN.  This project is 

motivated by the recent realization by Poncé 

et al.1 that in polar materials, Fröhlich 

electron-phonon interactions are not 

correctly treated by the adiabatic 

approximation which works well for other 

phonon modes.  The correct treatment 

requires keeping non-adiabatic corrections 

and using an integration mesh for numerical 

sums, which is prohibitively fine if DFT 

methods are used.  We work around this by 

introducing an analytic correction, as shown in Fig. 1. 

 We have also realized that there is another phonon mode where adiabatic approximation 

fails, namely acoustic phonons in piezo-electric materials3,4.  Part of our work is about to be 

published in Phys. Rev. B.  We are extending this work in several directions.  

 

 A recent paper, by Antonius et al.5 shows that dynamical effects (keeping the full Green’s 

function form of perturbation theory, with a complex frequency 



 i) makes a significant 

change in theoretical predictions of thermal shifts.  We are now studying the dynamical theory 

for single electrons in the conduction band or holes in the valence band.  These interact with 

acoustic phonons, both piezo and non-piezo, and polar optical phonons.  One main object of 

study is the spectral function, defined by   



G(
r 
k n, )    i   r 

k n
 (

r 
k n,  i) 

1

A(
r 
k n, ) 

1


Im G(

r 
k n, )

 

In the usual treatment of electron renormalization in semiconductors, the self-energy  is treated 

 

Fig. 1. Thermal renormalization of the conduction band 

minimum of GaN computed using the code2 Abinit 

(dotted line, adiabatic approximation).  The blue line 

shows the corrected answer after adding our analytic 

approximation for missing part of the Fröhlich polar 

phonon contribution.  The red line shows the complete 

Fröhlich polar phonon contribution. 
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as a constant shift 



(
r 
k n,)  (

r 
k n), with lifetime broadening ignored.  The spectral function 

is then 



A(
r 
k n,)  (  (

r 
k n)  (

r 
k n)).  For a Fröhlich polaron, the shift is 



  h
LO

. 

 

 Two examples are shown below, where only the Fröhlich polar phonon interaction is 

included.  At zero temperature, the standard Fröhlich resonance is seen at 



h
LO

, with 

additional spectral weight starting at 



  h
LO

, where the electron probed at frequency  has 

enough energy to emit a phonon.  At high temperatures, significant lifetime broadening is seen. 

 
Fig. 2a The spectral function at T=0 for an electron at the 

bottom of the conduction band, interacting with only the 

polar LO phonon mode (a Fröhlich polaron.)  The parameters 

are those appropriate for zincblende GaN. 

 
Fig. 2b The same spectral function, except at T=1000K.  The 

Fröhlich coupling constant is 0.37, which is in the weak 

coupling regime where perturbation theory is applicable.  

The main resonance is slightly shifted and greatly broadened. 

 

We are still learning how to think about these results.  One thing we have found is that the 

Fröhlich term is not the only part of the self-energy where significant -dependence and life-

time broadening occurs.  By 1000K, ordinary acoustic phonon emission and absorption gives an 

equally important contribution.  Also, of course, there is a large real part of 



(
r 
k n) coming from 

virtual intraband and interband transitions, which we know how to include.  One of the puzzles is 

that the LO phonon emission bump shown in Fig. 2 starts at LO, rather than at energy LO 

higher than the quasiparticle peak at –LO.  This suggests that the self energy needs to be 

computed self-consistently using the renormalized Green’s function 



G(
r 
k n,) .  However, the 

literature on polarons discourages doing this based on insights from non-perturbative work.  

Another aspect we are working on is experimental implications of the dynamical treatment of the 

coupled one-electron/phonon system, such as infrared probes of existing polarons or soft uv 

excitation of electron-hole polaronic pairs.  Such things are quite well understood for electrons in 

metals (see, for example, publication 3), but the physics here is a bit different and doesn’t seem 

to have been completely worked out. 
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Recent Progress  

 Pyroelectricity is measured by the pyroelectric coefficient ps = dPS/dT, a direct measure 

of the thermal shift of the intrinsic polarization of polar materials.  Old theories of Born6 and 

Szigeti7 acknowledged two types of contribution, one from anharmonicity, and the other lying 

within harmonic theory.  Theoretical formulas were given for the first of these by both Born and 

Szigeti.  No formula has even been derived for the second, which Szigeti discounted, but which I 

believe is real and derives from electron-phonon interactions.  No one has previously published 

an actual computation of the first (anharmonic) contribution.  We have now done this 

(publication 5), using density functional calculations of the shifts of harmonic phonon 

frequencies when the “internal” (meaning not a macroscopic strain) distortion linked to 

polarization is changed.  We find reasonable agreement with experiment for GaN and ZnO.  

 

Future Plans 

 Two new projects are closely related to the ones described above. The electron-phonon 

interaction causes thermal shifts of electron charge density and of electrical polarization in polar 

materials.  Batterman and others8 have measured the temperature shift of the (222) x-ray 

reflection of silicon.  If all electron charge clouds around silicon atoms were spherical, this 

reflection would be forbidden in harmonic approximation.  Therefore this x-ray reflection 

provides a particularly sensitive measure of the charge density of the valence electrons.  The 

intensity depends on temperature because anharmonic vibrations increase, but more important, 

because the electron-phonon interaction renormalizes the (non-spherical) charge.  Chelikowski 

and Cohen9 have already studied this contribution, but their method is now know to be very 

incomplete.  They used temperature-dependent Debye-Waller factors to modify the 

pseudopotential strengths V(G).  This does indeed provide part of the answer, but there is another 

part which is probably larger, from the first-order electron-phonon interaction, used in second-

order perturbation theory.  This has never before been studied for electron charge density, and 

should make a serious change in the Chelikowsky-Cohen answer. 

 

 In a similar way, the electron-phonon renormalization should alter the polarization field 

of a polar semiconductor like GaN.  As mentioned under “recent progress,” my former student 

Jian Liu already computed the effect of anharmonicity on the polarization.  He gets the right sign 

and magnitude of the effect.  I believe the electron-phonon effect will be at least as big.  It was 

left out of the formulas of Szigeti and Born6,7, probably because Born didn’t know how to put it 

in, and Szigeti decided it likely wasn’t there.  Modern understanding does not support Szigeti.  I 

am fairly sure the effect will be as important as the anharmonic effect that Liu already computed 

in GaN and ZnO, but we will not know until the theory has been formulated and computed.   

 

 Another project, less related to the ones above, is underway.  The aim is to learn how to 

correctly solve the non-local Boltzmann transport equation for phonons carrying heat across an 
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interface.  Specifically, the aim is to discover whether the temperature gradient close to the 

boundary remains constant (as always assumed in prior work) or evolves when the distance to 

the interface is similar to, or less than, the phonon mean free path. 
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Theory of Fluctuating and Critical Quantum Matter 

Leon Balents, University of California, Santa Barbara 

Keywords: quantum criticality, frustration, strong correlations, spin liquid, mott transition 

 

Project Scope 

 The proposal centers on the theory of phenomena in electronic materials materials 

involving strong quantum fluctuations, which arise due to frustration, exotic interactions 

(especially those originating from spin-orbit coupling), and proximity to quantum critical points. 

The projects are divided roughly into two areas: phases of frustrated quantum magnets, and 

quantum critical points in itinerant systems with frustrated or exotic interactions. All components 

are connected both to specific experiments and materials, and to general issues at the forefront of 

the theory of correlated quantum matter. 

 Recent Progress  

 Pyrochlore iridates: We collaborated with experimental groups at the ISSP in Japan on 

studies of the electronic properties of these materials.  We compared first principles electronic 

structure calculations, which predict a quadratic Fermi node at the Fermi level for Pr2Ir2O7, to 

angle resolved photoemission measurements of the same material, and found remarkable 

agreement.  This result firmly places Pr2Ir2O7 on the verge of a number of electronic 

instabilities, which 

may explain its 

complex low 

temperature 

properties. 

In a second work, 

we studied the 

effect of applied 

magnetic fields on 

the insulating state 

in Nd2Ir2O7.  We 

found a first order 

zero temperature 

insulator to metal 

transition at a field 
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Theoretical (left) and experimental (right) electronic structure of Pr2Ir2O7, 

showing the existence of a quadratic Fermi node. 
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of 12T, which we argued corresponds to the loss of Ising magnetic order.  This transition occurs 

only for a field along the crystalline (100) axis, which is explained by the effects of Ising-like Nd 

rare earth spins, making the full description of this material and Kondo lattice model. 

In a third study, we extended the photoemission measurements to Nd2Ir2O7, and observed the 

evolution of the electronic structure below the onset of magnetic ordering.  Pronounced 

correlation effects were observed, and explained in the context of an interacting Fermi liquid (not 

Fermi gas) description, and suggested a Slater to Mott crossover interpretation. 

In a fourth, theoretical work, we complemented our earlier theory of an Ising antiferromagnetic 

quantum critical point with quadratic band touching, relevant to the all-in-all-out ordering seen in 

Nd2Ir2O7, to the analogous theory for ferromagnetic ordering.  While this is not observed 

experimentally, it might be induced by appropriate magnetic doping of materials with this band 

structure.  We found that in the ferromagnetic case there is an intrinsic instability to 

incommensuration, induced by coupling to the itinerant fermions.  Consequently, an intermediate 

spin density wave state appears when the ferromagnetic order weakens. 

 Disorder-enhanced quantum spin ice: We considered the effects of non-magnetic disorder 

in non-Kramers spin ice systems.1  We argued that in this situation the dominant effect of 

disorder is to introduce local crystal fields which act as quantum transverse fields.  Thus they 

induce faster spin dynamics rather than a tendency to freezing, which is completely opposite to 

naive expectations.  This is actually a generic effect of disorder in non-Kramers magnets.  In spin 

ice, it goes further, and we argue that disorder can induce a quantum spin liquid phase even in an 

otherwise classical spin ice material, i.e. 

even when it provides the only source of 

dynamics.  This context opens up an 

intriguing set of problems involving the 

combination of strong disorder physics 

and spin liquid physics of strong 

entanglement. 

Optical and dielectric response 

at a spin-orbital quantum critical point:  

Using a theoretical model developed 

several years ago in our group, we 

calculated the optical and dielectric 

response near a quantum critical point 

believed to apply to FeSc2S4.  Our theory gives the dispersion and splitting of optical excitations 

versus field and temperature, as well as a two-particle continuum contribution to the dielectric 

susceptibility.  The results explain several recent experimental observations. 

Phase diagram showing disorder-induced entangled 

phases in quantum spin ice. 
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Density matrix embedding theory of highly entangled states:  We are currently working 

to develop a new computational method which aims to connect exact calculations for small 

clusters to the long-distance structure of entanglement of wavefunctions in the thermodynamic 

limit.  The basic problem of 

connecting wavefunctions for small 

systems to a larger environment is a 

central one in quantum many body 

systems.  One very successful 

approach to this is cluster DMFT, 

which treats the environment as a 

bath with structure in energy but not 

in position, and approaches the 

problem from high temperature.  

However, there is no ground state 

wavefunction associated with 

DMFT, and as such it cannot 

describe any physics of long-range 

entanglement.  Phases with for 

example topological order are 

therefore outside the DMFT 

approach.  Recently, Garnet Chan's 

group proposed DMET,2 which has a 

cluster+bath decomposition but works directly with wavefunctions.  We have been working to 

extend this approach to treat wavefunctions with long-range entanglement.  Eventually this may 

provide a quantitative accurate computational approach to topologically ordered or quantum spin 

liquid systems, which has the virtue of treating short-distance physics exactly.  Currently we are 

developing and testing our approach on a two dimensional triangular lattice Hubbard model, and 

preliminary results are promising. 

Review articles: We wrote a couple of review articles.  One long review on quantum spin 

liquids,3 solicited by Reports on Progress of Physics, is still under review, and the other, on 

strongly correlated materials with strong spin orbit coupling, is published (paper 9 under 

Publications). 

Future Plans 

 We will continue to develop DMET and related cluster approaches to strongly correlated 

conductors and insulators, and in particular extend our version of DMET to spin Hamiltonians.  

We will use this and other methods to study the magnetic excitations of Yb2Ti2O7, which have 

recently been studied in more experimental detail by Coldea.  A more quantitative comparison 

with experiment of the evolution of these excitations with field and temperature should be a 

Preliminary results from DMET on the triangular lattice Hubbard model 

using variational Monte Carlo evaluation of a highly entangled trial 

wavefunction.  Top: double occupancy and trace-norm error in the 

density matrix versus U.  Bottom: density structure factor showing metal 

and insulating states.  Calculations are for a 2 site cluster. 
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strong test of theory.  We plan also to apply the basic idea of disorder-induced dynamics in non-

Kramers systems to other materials beyond the spin ice class.   

 

 References 

1. L. Savary and L. Balents, Disorder-Induced Entanglement in Spin Ice Pyrochlores, arXiv:1604.04630 

(2016).   

2. Knizia, G. and Chan, G.K.L., Density matrix embedding: A simple alternative to dynamical mean-field 

theory, Physical review letters 109, 186404 (2012). 

3. L. Savary and L. Balents, Quantum spin liquids. arXiv:1601.03742 (2016). 

Publications 

1. M. Nakayama, T. Kondo, Z. Tian, J. J. Ishikawa, M. Halim, C. Bareille, W. Malaeb, K. Kuroda, T. Tomita, 

S. Ideta, K. Tanaka, M. Matsunami, S. Kimura, N. Inami, K. Ono, H. Kumigashira, L. Balents, S. 

Nakatsuji, and S. Shin. Slater to mott crossover in the metal to insulator transition of Nd2Ir2O7, Phys. Rev. 

Lett., 117, 056403 (2016). 

2. Z. Tian, Y. Kohama, T. Tomita, H. Ishizuka, T. H. Hsieh, J. J. Ishikawa, K. Kindo, L. Balents, and S. 

Nakatsuji., Field-induced quantum metal-insulator transition in the pyrochlore iridate Nd2Ir2O7. Nat 

Phys, 12, 134–138 (2016). 

3. T. Kondo, M. Nakayama, R. Chen, J. J. Ishikawa, E. G. Moon, T. Yamamoto, Y. Ota, W. Malaeb, H. 

Kanai, Y. Nakashima, Y. Ishida, R. Yoshida, H. Yamamoto, M. Matsunami, S. Kimura, N. Inami, K. Ono, 

H. Kumigashira, S. Nakatsuji, L. Balents, and S. Shin. Quadratic Fermi node in a 3d strongly correlated 

semimetal, Nature communications, 6, 10042 (2015). 

4. D. Ish and L. Balents. Theory of excitations and dielectric response at a spin-orbital quantum critical 

point, Phys. Rev. B, 92, 094413 (2015). 

5. J. M. Murray, O. Vafek, and L. Balents. Incommensurate spin density wave at a ferromagnetic quantum 

critical point in a three-dimensional parabolic semimetal, Phys. Rev. B 92, 035137 (2015). 

6. J. Iaconis and L. Balents, “Many-body effects in topological kondo insulators”, Phys. Rev. B 91, 245127 

(2015). 

7. L. Mittelstädt, M. Schmidt, Z. Wang, F. Mayr, V. Tsurkan, P. Lunkenheimer, D. Ish, L. Balents, J. 

Deisenhofer, and A. Loidl, Spin-orbiton and quantum criticality in FeSc2S4, Phys. Rev. B 91, 125112 

(2015). 

8. L. Savary, E.-G. Moon, and L. Balents. New type of quantum criticality in the pyrochlore iridates, Phys. 

Rev. X 4,041027 (2014). 

9. W. Witczak-Krempa, G. Chen, Y.-B. Kim, and L. Balents, Correlated quantum phenomena in the strong 

spin-orbit regime, Annual Review of Condensed Matter Physics 5, 57–82 (2014). 

 

8



Electronic Structure, Spectroscopy and Correlation Effects in Novel Materials 
 

Principal Investigator: Arun Bansil; Co-PI: Robert S. Markiewicz 
Physics Department, Northeastern University, Boston MA 02115 
ar.bansil@northeastern.edu 
 

Project Scope 
 

This project concerns theoretical studies of electronic structure, spectroscopic response, 
and correlation effects in a wide variety of novel materials of current interest. Our 
overarching goal is to undertake realistic modeling of various highly resolved 
spectroscopies of materials for providing discriminating tests of competing theoretical 
scenarios, and as a rational basis for future experimentation. We emphasize that 
spectroscopies do not provide a direct map of electronic states, but act as a complex ‘filter’ 
or ‘mapping’ of the underlying spectrum. This link between electronic states and measured 
spectra—the ‘matrix element effect’—is in general extremely complex, but a good 
understanding of this link is crucially important for fully exploiting various spectroscopies. 
Accordingly, we are working toward formulating and implementing increasingly 
sophisticated methodologies for making direct connection with angle-resolved 
photoemission (ARPES), resonant inelastic x-ray scattering (RIXS), scanning tunneling 
microscopy/spectroscopy (STM/STS), magnetic and non-magnetic Compton scattering, 
positron annihilation, neutron scattering and optical spectroscopies. Specific systems 
considered are topological insulators and other exotic topological phases of quantum 
matter, cuprates, pnictides, manganites, nano-particles, and 2D ultrathin films beyond 
graphene.  Although the LDA provides an important baseline, ‘beyond LDA’ schemes are 
invoked for modeling the underlying electronic spectrum in correlated materials in order 
to incorporate the physics of superconducting orders, pseudogaps, impurities and 
nanoscale heterogeneities, and how matrix element effects can enhance/suppress related 
signatures in spectroscopies. The present project thus aims to help fill a critical gap in the 
available tools for understanding, analyzing and interpreting spectroscopies in wide use 
today, and to obtain through direct comparisons between theory and experiment new 
insights into electron correlation effects, Fermi surfaces, magnetism and related issues.  
 
Recent Progress 
 

Successful Prediction of the First Weyl Semi-metal TaAs Class Material, Modeling 
ARPES Spectral Intensities and Spin Textures of Topological States  
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We predicted successfully last year that the TaAs class, highlighted in the figure on the 
preceding page, can host Weyl fermions in a single-phase non-magnetic material. The 
crystal structure is fairly simple body-centered tetragonal (left panel). One of the Weyl 
nodes where the conduction and valence bands touch is shown in the middle left panel. The 
total of 24 Weyl nodes in TaAs result from the evaporation of line nodes lying in the high 
symmetry planes in the absence of spin-orbit coupling into pairs of nodes, see middle right 
panel. Finally, the rightmost panel emphasizes the unique surface state structure, which 
includes FS arcs connecting Weyl nodes of opposite polarities for the Ta-terminated (001) 
surface. The results for TaP, NbAs and NbP are similar. Our key theoretically predicted bulk 
and surface features of the TaAs class have been verified experimentally. The TaAs class is 
still the only experimentally realized Weyl material. [Nat. Commun. 6, 7373 (2015); Science 
349, 613 (2015); Nat. Phys. 11, 748 (2015); Science Advances 1, e1501092 (2015)]  
 
2D Thin Films Beyond Graphene, Predicting Robust 2D Topological Phases, Quantum 
Transport. The available 2D TIs or quantum spin Hall (QSH) insulators are still limited to 
the HgTe/CdTe and InAs/GaSb/AlSb 
quantum wells with very small band 
gaps. In this connection, we have 
examined a wide variety of ultrathin 
films of elements of groups III, IV and 
V and their alloys, including effects of 
substrates, strains and passivations. 
The figure highlights the results for a 
GaBi bilayer on Si(111) with the top and bottom layers passivated with H atoms. The 
relaxed structure is shown in the left panel. The band structure (right panel) is inverted 
around Γ with a robust band gap of 83.9 meV, which is large enough for room temperature 
applications.  The film supports a surface state Dirac cone well-isolated from the bulk 
bands. [Nano Lett. 14, 2505 (2014); Nano Lett. 15, 6568 (2015); Nat. Sci. Reports 5, 15463 
(2015); PRB 93, 035429 (2016); Nat. Sci. Reports 6,18993 (2016)] 
 
Relation of Strong Core Hole to the X-Ray Edge Singularity in RIXS. Using a lattice 
model, we show how the classic approach of Nozieres and 
di Domenicis for treating the edge-singularity in x-ray 
absorption/emission can be generalized to the more 
complex case of the RIXS process, including effects of the 
intermediate states in the presence of the core hole. We 
numerically solve our lattice model essentially exactly to 
obtain a novel form of edge-singularity at the RIXS 
threshold energy.  The figure on the right shows the 
weights for all zero- and one-pair states for a 35×35 lattice 
where ω is the energy transferred and ωin is the initial 
photon energy with respect to the resonant energy. Our 
RIXS spectrum thus naturally includes both the well- and poorly-screened spectral 
components and their dispersions, and allows its separation into pair- and multiple-pair 
excitations. Our lattice model provides a robust basis for gaining insight into the K-, L- and 
M-edge RIXS spectra of materials. [PRL 112, 237401 (2014)]  
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In-Situ/Operando Advanced Characterization of Li-Battery Materials via High-
Resolution X-Ray Compton Scattering. The figure shows the measured and computed 
changes in the valence Compton profiles, ΔJ(pz), in 
LixMn2O4 for two different Li contents, x, with 
respect to the baseline of the Mn-O matrix. 
Computations are based on our all electron, fully 
self-consistent KKR-CPA methodology to model 
the random occupation of the host matrix by Li. 
The good agreement between theory and 
experiment allows us to adduce that the orbital 
involved in Li insertion/extraction is mainly the O-
2p, and that 0.16 ± 0.05 3d electrons/Mn 
experience spatial delocalization. Since high-
energy x-rays can easily penetrate matter, 
Compton scattering provides a unique window for probing closed electrochemical cells in 
sharp contrast to other spectroscopic techniques involving charged particles.  Our 
approach paves the way for an advanced characterization and design/engineering of 
battery materials. [PRL 114, 087401 (2015); J. App. Phys. 119, 025103 (2016)] 
 

Planned activities 
 

Highlights of ongoing/planned activities are: (1) Modeling/analysis of spin-textures of 
topological states in 2D and 3D topological materials and the associated ARPES and 
STS/STM spectra.  (2) New topological materials prediction to expand the menu of 
available materials, especially materials hosting Weyl, Dirac and Majorana fermions. (3) 
Thin film materials beyond graphene, especially those with large spin-orbit coupling, their 
topological phases, and their quantum transport characteristics in the presence of external 
electric and magnetic fields. (4) Modeling/analysis of the doping and temperature 
dependencies of the electronic spectra of novel superconductors using our comprehensive, 
beyond LDA intermediate coupling scheme and its multi-orbital extensions. (5) 
Generalizations of our work on realistic modeling of STS/STM spectra of homogeneous 
phases to treat STS/STM spectra of defects and impurities, including relativistic 
generalizations for handling spin-orbit coupled materials. (6) Modeling electronic 
structures of ordered/disordered phases of various Li-battery materials, and the associated 
inelastic x-ray scattering spectra to develop the potential of these techniques as unique, in 
situ/operando advanced characterization tools with the capability to probe closed 
electrochemical cells. (7) Modeling of K-, L- and M-edge RIXS spectra of cuprates and 
extensions of our methodology for treating dissipation effects and time-domain problems.  
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Revealing Quantum Impurity Critical States via the Environment 

PI: Harold U. Baranger, Dept. of Physics, Duke University; baranger@phy.duke.edu 

Keywords: quantum phase transition, quantum noise, quantum transport, non-equilibrium steady 

state, nanoscale 

Project Scope 

 Quantum fluctuations and coherence are key distinguishing ingredients in quantum 

matter. Two phenomena to which they give rise are quantum phase transitions and quantum 

noise, the ubiquitous quantum fluctuations in the environment of any system. It is natural to 

suppose that decoherence produced by the quantum noise will suppress quantum effects, and in 

particular inhibit or destroy a quantum critical state. In this project, my primary goal is to show 

how connecting an electronic quantum impurity system to an environment can produce or 

enhance quantum critical states, and then to study the equilibrium and non-equilibrium properties 

of these remarkable systems. In some cases, the environment can be viewed as emulating 

interactions in the electronic system; in others, it acts to suppress effects that then allow the 

critical state to be observed. The models studied are directly relevant to nanoscale systems that 

can be studied experimentally via quantum transport. Steady-state non-equilibrium properties are 

a key focus of the project as the nonlinear I-V curve is readily measured.  

Recent Progress  

Rescuing a Quantum Phase Transition with Quantum Noise 

We have discovered and analyzed a striking counter-example to the notion that noise necessarily 

harms quantum many-body effects: in the system we study, the addition of (equilibrium) 

quantum noise stabilizes a non-Fermi-liquid quantum critical state. The team consists of the PI, 

graduate student Gu Zhang, and collaborator Eduardo Novais (Brazil).  

We consider the phase diagram of two quantum dots 

connected to two leads in the presence of 

environmental noise (Fig. 1). The noiseless model 

has a quantum phase transition that is transformed 

into a crossover by charge transport across the double 

dot. We show that quantum fluctuations of the source 

and drain voltage counteract this charge transport. The 

competition between these two processes results in a 

more coherent system, as in “quantum frustration of 

decoherence” for a qubit but here for a many-body 

system. The result is that the quantum phase transition 

is rescued from the undesired crossover for any strength of the noise. 

Fig. 1. Schematic of the system: two 

quantum dots coupled to left and right leads. 

JL,R and K are the Kondo and exchange 

coupling strengths, respectively. VLR is the 

strength of the direct charge transport 

between the leads. Dissipative modes in the 

leads are represented by wiggly arrows. 

 

JL JRK

VLR
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In our double quantum dot setup (Fig.1), the leads are resistive, thereby coupling the electrons to 

an ohmic EM environment. Experimentally, the ingredients for a study are available: double dots 

have been made in several materials, and environmental effects on a single quantum dot have 

been studied in detail [1]. In the absence of noise, the system is modeled by a two-impurity 

Kondo (2IK) model that arises from a single-level Anderson model. In 2IK, there is a quantum 

phase transition (QPT), at a critical value of the exchange Kc, between a local singlet phase 

(LSFP, spins in the dots are locked) and a Kondo phase (KFP, singlet between each dot and its 

lead). When charge transfer between the two leads is introduced, the system flows to a crossover, 

rendering the 2IK QPT invisible.  

The EM environment (the noise) is treated as a bosonic field coupled to the lead charge and 

phase operators. Tunneling from one lead to another excites the environment via a charge-shift 

operator that depends on the lead resistance, r=Re2/h. Only terms involving inter-lead charge 

transfer excite the environment; terms in which net charge flow is absent are unaffected.  

The key to obtaining our results is a detailed analysis via bosonization at the quantum critical 

point, closely following known results in the noiseless case [2]. We arrive at the following 

scenario: (i) For r=0, the noiseless case, there is a line of Fermi-liquid fixed points between the 

LSFP and KFP. (ii) For 0<r<1/2, the line of Fermi-liquid fixed points is unstable; a new 

intermediate fixed point emerges, denoted IFP2. (iii) For r>1/2, IFP2 becomes unstable, while the 

flow is into the fixed point that evolves from the 2IK QPT, IFP1. The scaling dimension of 

operators around the fixed points yields the power-law 

dependence of the conductance shown in Fig 2.  

 

Nonlinear I-V Curve at a Quantum Impurity Quantum Critical Point 

Non-equilibrium phenomena in quantum many-body systems reveal novel aspects of the 

interacting states involved, motivating study of non-equilibrium effects near quantum phase 

transitions. A key non-equilibrium phenomenon that is naturally measured in experiments is the 

steady-state charge transport through the system—the nonlinear I-V curve.  

We have carried out an analytical calculation of the full nonlinear I-V curve at a QCP. (Team: 

PI, G. Zhang (grad student), collaborator C.-H. Chung (Taiwan) and his student.) The system is a 

Fig. 2. Stability diagram for different noise 

strengths r, and the temperature dependence 

of the conductance at each fixed point. The 

KFP and LSFP are stable for any non-zero r, 

while the nature of the IFP changes as a 

function of r. For r<1/2, the intermediate 

state is controlled by IFP2—the fixed point 

that evolves from one of the r=0 Fermi-

liquid fixed points. In contrast, for r>1/2, 

IFP1—which evolves from the two-impurity-

Kondo IFP—is relevant. For r=1/2 a line of 

fixed points connects IFP1 to IFP2. 

IFP1 

KFP 

IFP2 

LSFP 

r >
1

2
0 < r <

1

2

G / T2r − 1

G / T2r

1− G / T2 1− 2 r
1+ 2 r

G / T2r
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quantum dot coupled to resistive leads—a spinless resonant level coupled to an ohmic EM 

environment in which a QCP similar to the two-channel Kondo QCP occurs. Recent experiments 

[1] studied this criticality via transport measurements: the conductance approaches unity when 

tuned to the QCP (on resonance and symmetric barriers) and approaches zero in all other cases.  

To obtain the current at arbitrary temperature and bias, we write the problem as a 1d field theory 

and scale from electrons in the left/right leads to right-going and left-going channels between 

which there is weak two-body backscattering. 

This is done via bosonization at weak-

coupling, a duality transformation to the 

strong-coupling QCP, and refermionization 

into new effective modes. These new modes 

couple to an environment: a backscattering 

event excites the environment via a shift 

operator. 

The deviation of the current from an ideal 

conductor can be treated in perturbation theory 

in the weak backscattering. Indeed, this is 

exactly the situation treated by dynamical 

Coulomb blockade theory—perturbative in the 

tunneling but to all orders in the coupling to 

the (effective) environment. Drawing on those 

results, we obtain an explicit expression for the 

full nonlinear I-V curve. Fig. 3 shows the 

comparison with the experimental result in a 

scaling plot. The agreement is remarkable.   

Future Plans 

Non-Equilibrium Effects at Quantum Critical Points 

Opening a quantum impurity system to an environment produces new quantum critical states that 

involve complex entanglement among the interacting electronic and bosonic degrees of freedom. 

Such “open quantum-many-body systems” occur naturally in making nanoscale devices, as well 

as in a variety of novel materials physics contexts. In nanophysics, such quantum critical states 

can be studied experimentally with exquisite control via quantum transport measurements in both 

equilibrium and (steady-state) non-equilibrium.  

We are extending our study of open-system quantum critical points to more complex states 

produced by nanosystems with more structure, i.e. more quantum dots, reservoirs, or internal 

degrees of freedom such as spin or valley. Currently, we have obtained the weak-coupling RG 

Fig. 3. I-V curve, theory & experiment: Normalized 

I-V curve on log-log scale, [1−G(V,T)/[1−G(0,T)] with 

G(V,T)= dI /dV the non-equilibrium differential 

conductance. The resistance of the dissipative leads is 

r=0.5. The white curve is our calculation with no free 

parameters. The unpublished data is from C.-T. Ke, et 

al. [G. Finkelstein group]. 
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equations for a number of these situations, and are generalizing them to non-equilibrium 

situations through the frequency dependent RG techniques.  

Quantum Hall & Superconductivity in Graphene 

I plan to pursue a new way to produce interesting quantum states that can be probed with 

quantum transport in both equilibrium and highly non-equilibrium situations. The system 

involves combining quantum Hall effect (QHE) edge states with superconductivity. Because 

QHE occurs at relatively low magnetic field in graphene (~1T), it can be combined with 

superconductors. Several experimental groups worldwide are actively pursuing this system; there 

has recently been, for instance, an experiment observing supercurrent [3].  

This is an excellent system on which to build future studies of interesting quantum states and 

non-equilibrium effects. Because the 2DEG in graphene has structure—valley and sublattice 

degrees of freedom—the interaction with the superconductor has non-trivial effects. Non-

equilibrium situations in which electrons are injected via the edge channels, as in the “electron 

quantum optics” experiments in regular 2DEG, would be particularly interesting. The interplay 

between the superconductor and graphene would allow manipulation of the internal graphene 

degrees of freedom, and the presence of the superconductor would itself produce entirely new 

edge-channel effects. Using fractional QHE edge states, novel quasi-particles, such as 

parafermions, may provide a useful low-energy description. The response of these in non-

equilibrium situations could be probed in this system. 
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Quantum phenomena in few-layer group IV monochalcogenides:  
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Principal Investigator: Salvador Barraza-Lopez.  
Department of Physics. University of Arkansas, Fayetteville 

sbarraza@uark.edu 
 

Keywords: Two-dimensional atomic materials, two-dimensional phase transitions, material 
properties 
 
Program Scope 
The driving concept is the fact that two-dimensional materials with a degenerate structural ground 
state such as monochalcogenide monolayers are phase-tunable materials that are prone to 
disorder at finite temperature, as recently described by the PI. The PI will link structural properties 
of these materials before and after their thermal transition, including the effects of time-
independent external fields, to their electronic, spin, valley, and optical behavior. For this purpose, 
his team can carry out comprehensive computational and theoretical studies to determine the 
relations among structure, number of layers, time-independent external fields (such as light or 
other electromagnetic perturbations, strain and/or heat), on the electronic, valley, and spin 
properties of these materials. This knowledge will dictate the design of new device paradigms 
based on few-layer monochalcogenides that account for their two-dimensional order/disorder 
properties. The PI collaborates with Churchill’s experimental team at Arkansas in topics related 
to this program. 
 

Specific projects are: (i) the determination of the 2D order/disorder transition temperature in bulk 
layered monochalcogenides; (ii) determining the effective electronic/spin/valley properties of 

disordered 
monochalcogenide 

monolayers; (iii) assessing 
the interplay among a giant 
piezoelectric response and 
the Pnma-Cmcm transition 
in layered 
monochalcogenides; (iv) 
investigating the excitonic 
spectrum of 

monochalcogenide 
monolayers; (v) determining 
the material properties of 
stacks of 
monochalcogenides with 
other 2D materials; (vi) 
assessing the chemical 
degradation of few-layer 
monochalcogenides: (vii) 
generalizing the discovery of 
two-dimensional disorder to 
other puckered two-

dimensional materials beyond graphene; and (viii) investigating new paradigm for thermoelectrics 
by design on layered materials with degenerate ground states.  
 

 
Figure 1. (a) Elastic energy landscape E(a1,a2) as a function of lattice 
parameters for a GeS monolayer at zero temperature. A dashed white 
curve joins points A and B that label two degenerate minima 
(EA=EB=0). The saddle point C corresponds with a Cmcm atomistic 
structure in which atom 0 forms bonds to four in-plane neighbors, and 
the elastic energy barrier is defined by EC. (b) Atomistic decorations 
(i.e., the specific pair of atoms bonding atom 0) increase the structural 
degeneracies. The degenerate ground states A1, A2, B1 and B2 are 
assigned in-plane arrows that label them uniquely. 
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Prior Research 
Four-fold degenerate structural ground-state and structural phase transitions. The PI 
outlined an atomistic mechanism leading to this transition that applies to monolayers of materials 
with a layered Pnma structure, including SnSe (42) that transition onto a square phase. 2D 
materials with orthorhombic unit cells have an initial structural degeneracy in their ground state 
upon exchange of in-plane lattice vectors. Such exchange is illustrated for a GeS monolayer by 
the elastic distortion that initiates at point A (a1>a2) and ends at point B (a2>a1) along the white 
line on the elastic energy landscape  in Figure 1(a) (43). Points A and B are the initial and final 
degenerate minima in this elastic process. 
 
The saddle (thus unstable) point with (a1=a2), labeled by the letter C on the energy landscape, 
determines the (elastic) energy cost EC required to exchange the in-plane lattice vectors. EC has 
a value of 460 K for GeS (Figure 1(a)). 
 
Now, as seen in Figure 2, EC decays exponentially as a function of the mean atomic number: 

 
with Zi the atomic number of atom i on a monolayer unit cell that contains four atoms.   EC is equal 
to 300 K for GeSe monolayers, and about 100 K for SnSe monolayers. In general, layered 
orthorhombic monochalcogenides with average atomic numbers larger than 30 (red vertical line 
in Figure 1) have values of EC that are smaller than room temperature. In going from SnS to SnTe, 
the two minima seen at a1>a2 and a2>a1 collapse onto a single minima at point C where a1=a2, 

and EC goes all the way down to 0K 
accordingly. This is so because ultra-thin 
monochalcogenides with a rock-salt structure 
(SnTe, PbS, PbSe, PbTe) have a non-
degenerate ground state with a1=a2 and hence 
a zero barrier. Black phosphorus has the 
largest values of a1/a2 and EC and it is listed for 
comparison purposes. Figure 2 has 
consequences for the stability of black arsenic 
(atomic number 33) at room temperature as 
well.  
 
An additional source of structural degeneracy 
originates from the atomic arrangement of the 
four basis atoms, also known as the decoration 
of the unit cell. The ridges so characteristic of 
these orthorhombic layered structures can 
have two dispositions related by a reflection 
with respect to the axes shown by white 
dashed lines on the atomistic models in Figure 
1(b). Considering axis exchanges and 
reflections, there are four degenerate 
structural ground states that are labeled A1, A2, 
B1 and B2 and assigned in-plane arrows (→ 
corresponding to A1, ← to A2, ↓ to B1, and ↑ to 
B2) that mimic the local decoration of the ridges 
in Figure 1(b). 
 

 
Figure 2. (a) Ratio among lattice parameters and 
(b) magnitude of EC as a function of the average 
atomic number for BP and many 
monochalcogenides. 
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It is a well-known fact that degeneracies of the ground state lead to the disorder at finite 
temperature, but this realization may be a first within the field of two-dimensional atomic crystals 
(44), and the degeneracies of the structural ground state (Figure 1) and the elastic energy barrier 
EC required to switch among these states (Figure 2) is all that is needed to describe the disordered 
phase. This basic theory applies to monolayers of these compounds, and it will be laid out in two 
gradual steps next. 
 
The first step, provided by snapshots of room-temperature Car-Parrinello molecular dynamics in 
Figure 3, validates the hypothesis that monolayer structures with an average atomic number 
larger than 30 are disordered at room temperature, and shows that the atomistic process 
triggering disorder is the switching mechanism indicated in Figure 1(b). Indeed, monolayers 
having EC > 300 K undergo “arrow flips” where unit cells originally with a A1 (→) pattern acquire 
an A2, B1, or a B2 decoration (←,↓, or ↑) at the onset of disorder. 
 
A GeS monolayer has a mean atomic number of 24 and EC=460K (Figures 1 and 2). In Figure 3 
GeS is verified to be ordered at room temperature, because most unit cells have an A1 decoration; 
there is only a single flip onto a B1 structure (→ to ↓) due to thermal fluctuations that is highlighted 
by a blue oval at the upper left corner of the figure. SnS and SnSe monoayers, on the other hand, 
have values of EC close to 100K and become disordered at room temperature by recommitting 

atoms in the form indicated on Figure 2b. The second step alluded to in previous page proceeds 
as follows: the labeling of the four degenerate structural states with in-plane arrows in Figure 1 
was established to map the observed energetics to a planar (clock) Potts model with q=4 and 
coupling strength EC. This perfect mapping is demonstrated by the evolution of the total energy 
in Car-Parrinello molecular dynamics calculations with respect to temperature, because sharp 
changes on the total energy are unmistakable indicators of phase transitions. 
 
The configurational energy from Car-Parrinello runs for GeS and GeSe is represented by dots, 
squares, and triangles on Figure 4(a) at various temperatures and supercell sizes, and it displays 
an abrupt increase at around EC/kB, as confirmed by a finite-difference “derivative” having a sharp 
peak at a temperature close to EC at the lower subplot on Figure 4(a).  
 
The ab initio energetics are indeed fully reproduced by the planar Potts model having EC as its 
only fitting parameter. The dynamical behavior is characterized by an in-plane “spin” pointing 
along a specific in-plane direction (→,←,↓, or ↑) per unit cell, with “next-unit-cell” coupling: 

 
Figure 3. Car-Parrinello atomistic structure of GeS, SnS, and SnSe monolayers at room temperature 
and at 1 ns (equivalent to 1,000 molecular dynamics steps). The structures marked in red are 
disordered, in the sense given by Fig 4b. The average atomic number is shown in parenthesis. 
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In previous equation, i takes any of the four (q=4) values 0 (→), /2 (↑), ←, or 3/2 (↓). This 
model favors the “ferromagnetic” coupling among neighboring unit cells and assigns the largest 
energy penalty to neighboring unit cells displaying an “antiferromagnetic” coupling. This feature 
of the model is consistent with the number of individual atomic bonds being altered in these “flip” 
events. When used as an input of a Monte Carlo solver, the dynamics from previous equation 
yields the configurational energy per unit cell shown by the red lines in Figure 4(a), that 
reproduces the energetics of Car-Parrinello molecular dynamics up to T~1.5 EC entirely. There is 
a transition from this disordered phase onto a gas at about T~1.8EC that is highlighted by the 
vertical black arrow in Figure 4(a) and is not relevant for solid-state device applications. For this 
reason, the Potts model does not describe that second transition. 

As shown on Figure 4(b), the Potts model can be employed to map the disordered 2D structure 
right after the order/disorder transition at larger spatial scales, in order to determine domain size 
and vortex creation. The phase transition onto a disordered phase is thus firmly established for 
monolayers now. 
 
This result provides a new atomistic insight into the onset of such displacive transition, namely 
that the anharmonicity of the Sn environment (4) in these layered materials arises from a 
degenerate structural ground state (53). Monochalcogenides with a rocksalt structure lack 
degeneracies on their ground state and the picture here developed does not apply to them. 
 
Future Plans 
Transition temperature in bulk layered monochalcogenides: Monochalcogenide monolayers 
undergo a two-dimensional order/disorder transition, and the question is whether coupling among 

 
Figure 4. (a) Monochalcogenide monolayers become disordered at a critical temperature TC=1.1EC/kB 
(kB is Boltzmann constant). This prediction can be experimentally demonstrated by sharp peaks on the 
specific heat. The second peak, at about 1.75EC/kB is at the onset of a transition onto a gas phase. (b) 
The Potts model maps the microscopic phenomena into an effective system in which the transition to 
2D disorder can be formally studied. 
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layers can help raise or otherwise tune the transition temperature with respect to its value in 
isolated monolayers. 
 
To answer this question, Car-Parrinello molecular dynamics (MD) calculations with fixed number 
of particles, pressure, and temperature (NPT) will be carried out at increasing temperatures and 
at atmospheric pressure on 8x8x2 supercells that contain about 600 atoms and have dimensions 
close to (25 A)3 for GeSe. Additional calculations will be carried out for bulk SnSe, given the great 
interest commanded by this layered monochalcogenide for thermoelectrics, and in order to 
establish the generality of the theoretical trend to arbitrary group-IV monochalcogenides in the 
bulk. These calculations will carried out with the SIESTA density functional theory code using 
standard basis sets and a set of highly-accurate pseudopotentials deployed by the PI. 
 
Effective electronic/spin/valley properties of disordered monochalcogenide monolayers: 
The prediction of valleytronics with spin-polarized valleys on this material platform relies on 
monolayers with a Pnma structure that lack inversion symmetry. The ensuing discussion indicates 
that, out of GeS, GeSe, SnS, and SnSe, only GeS has an ordered Pnma structure at temperatures 
up to 460 K. This prompts the following two questions:  
What is the electronic structure of these monolayers as a function of temperature, 
especially while crossing the 2D order/disorder transition? This question can be addressed 
experimentally with ARPES measurements, and the PI will provide band structures by means of 
the well-known zone-folding method. 
What is the interplay of uniaxial strain, piezoelectricity and electronic/valley/spin behavior 
at the onset of disorder on monochalcogenide monolayers? Can this interplay lead to 
novel device functionalities? Strain is a very important handle to tune the properties of two-
dimensional crystals. The relation among uniaxial strain, disorder, and the electronic and valley 
properties of monochalcogenide monolayers will be elucidated with the specific goal of designing 
device paradigms that are based on the indirect optical transitions in the crystalline phase, and 
on the direct transitions and additional number of momentum pockets in the disordered 2D phase. 
In Sn-based monolayers, spin-orbit coupling could also be relevant as it leads to a spin splitting 
at the bottom of the conduction band. Using the zone-folding method, the PI will determine 
whether disorder at finite temperature can degrade this spin-polarization at individual valleys. 
  
Once the effect of structural disorder in the absence of external fields is understood, we will 
explore the effect of transverse electrostatic fields (field effect) on the materials properties. 
 
Excitonic spectrum of monochalcogenide monolayers: Electron-hole pairs in two-
dimensional materials are one class of excitons that arise due to the strong Coulomb interaction 
that originates due to the reduced dimensionality. Such excitons are generated optically. Black 
phosphorus is a monoatomic layered material with a Pnma structure similar to that of layered 
monochalcogenides. Black phosphorus monolayers sustain a very anisotropic excitonic response 
that can be experimentally observed through photoluminescence. The anisotropy of this response 
can be used to quickly determine the two axes of symmetry. 
 
Two-dimensional disorder in other puckered two-dimensional materials: This proposal is 
about the consequences of two-dimensional disorder on the properties of few-layer 
monochalcogenides, and it is appropriate to end this document with a project that shows the 
generality of the concepts introduced thus far to arbitrary 2D materials with structural 
degeneracies in their ground state. 
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For example, two-
dimensional materials 
such as silicene, 
germanene, and 
stanene have a two-
fold degenerate 
ground state that 
arises by whether an 
atom on the B-
sublattice protrudes 
“up” (↑) or “down” (↓) 
with respect to the 
three nearest 
neighbors belonging to 
the A-sublattice, and 
the energy barrier EC is 

given by the energy difference among the low-buckled and the planar structure. This atomistic 
phenomena can be modeled by an Ising-type interaction with interaction strength EC. As far as 
the PI knows, nobody else has realized this propensity towards disorder on 2D materials with 
structural degeneracies, nor their potential use in thermoelectric materials.  
 
Publications 
A list of selected publications follows below. 
 
Two-dimensional disorder in black phosphorus and monochalcogenide monolayers. M. 
Mehboudi, A.M. Dorio, W. Zhu, A. van der Zande, H.O.H. Churchill, A.A. Pacheco-Sanjuan, E.O. 
Harriss, P. Kumar, and S. Barraza-Lopez. Nano Lett. 16, 1704 (2016). 
 
Strain-tunable topological quantum phase transition in buckled honeycomb lattices. J.-A. Yan, M. 
A. Dela Cruz, S. Barraza-Lopez, and L. Yang. Appl. Phys. Lett. 106, 183107 (2015). 
 
Systematic pseudopotentials from reference eigenvalue sets for DFT calculations. P. Rivero, V. 
M. Garcia-Suarez, D. Pereniguez, K. Utt, Y. Yang, L. Bellaiche, K. Park, J. Ferrer, and S. Barraza-
Lopez. Comp. Mat. Sci. 98, 372 (2015). 
 
Stability and properties of high-buckled two-dimensional tin and lead. P. Rivero, V. M. Garcia-
Suarez, J.-A. Yan, J. Ferrer, and S. Barraza-Lopez. Phys. Rev. B 90, 241408(R) (2014). 
 
Structural phase transition and material properties of few-layer monochalcogenides. M. 
Mehboudi, B. M. Fregoso, Y. Yang, W. Zhu, A. van der Zande, J. Ferrer, L. Bellaiche, P. Kumar, 
and S. Barraza-Lopez. arXiv:1603.03748 (submitted on 1/18/2016). 

 
Figure 5. All 2D materials with a degenerate ground state will be prone to 
disorder at finite temperature; this will be the case for silicene, germanene, 
and low-buckled stanene. (a) Top and (b) side views of the unit cell; the side 
view highlights the two-fold structural degeneracy and the planar structure 
which is necessary to determine EC. (c) Artistic view of disordered silicene. 
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``Properties of multiferroic nanostructures from first principles’’ 

Laurent Bellaiche   

Keywords: Multiferroics; magnetism, electric field  

 

Project Scope 

Multiferroics are materials that can simultaneously possess ferroelectricity (that is, a spontaneous  

electrical polarization that can be switched by applying an electric field) and magnetic ordering. 

Such class of compounds exhibits a magnetoelectric coupling that is of high technological 

relevance, since it implies that electrical properties are affected by a magnetic field or, 

conversely, that magnetic properties can be varied by an electric field. 

The broad objectives of this proposal are to gain a deep understanding of multiferroics, in 

general, and to reveal original, exciting phenomena in low-dimensional multiferroics, in 

particular. 

To achieve these objectives, several research projects on multiferroic nanostructures have been 

conducted (and are currently conducted) by developing and/or using state-of-the-art techniques 

from first principles. Collaborations with internationally-recognized groups, having vital 

experimental programs in multiferroics are further strengthened, which allow us to ground our 

simulations and to fully, deeply understand the complex materials under investigation.  

 Recent Progress  

We discovered several novel phenomena (see list of publications). In particular, we will report 

here some works about (Bi,R)FeO3 materials [1,2], with R being a rare-earth ion and for which 

an original first-principle-based effective Hamiltonian was developed.  Such development led to 

the discoveries of (1) novel complex states (that we identified as nanotwins) in some 

compositional range of disordered (Bi,R)FeO3 solid solutions; and (2)  a five-state path resulting 

in the switching of polarization and magnetization under an electric field in (hybrid improper 

ferroelectric) BiFeO3/NdFeO3  superlattices.  
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Figure captions: The five-state switching mechanism for (BiFeO3)1 /(NdFeO3)1 superlattice. a,b) The local modes 

(upper panel: u_Γ ; lower panel: u_x characterizing ferroelectricity and antiferroelectricity, respectively); c) oxygen 

octahedra tilting vectors (ω_R and ω_M characterizing anti-phase and in-phase tiltings, respectively); d) the AFM 

vector; and e) the weak FM vector under a sequence of applied electric fields, i.e., 1) an increasing field along the 

[110] direction (perpendicular to the initial polarization); 2) field removed; 3) an increasing field along the [110] 

direction (antiparallel to the initial polarization); 4) field removed. The insets show schematics of the five-state 

switching mechanism. 
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Future Plans 

 We will continue to investigate properties of multiferroics and related materials. 

Examples of ongoing and future studies are as follows: 

- Understanding the appearance of an improper electrical polarization in nominally-paraelectric 

ABO3 perovskites that exhibit magnetic orderings at both the A and B sublattices.  

- Design of novel multiferroics from defect-engineering. 

- Joint theoretical and experimental collaboration on ultrafast switching of electrical polarization 

in multiferroic thin films. 

- Joint theoretical and experimental collaboration on the combined effect of uniaxial stress and 

electric field on properties of multiferroic thin films. 

- Simulation of the frequency-dependent complex dielectric and magnetic susceptibilities in 

multiferroic nanostructures, in the search for the so-called electromagnons. 

- Discovery of multiferroic solid solutions having large energy storage density.  

- Investigating rare-earth garnets. 
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Fig. 1. (a) Polymer chain on Au(111) surface, (b) 

hydrogenated GNR on Au(111) surface, (c) Rate-

determining energy barrier for the transformation 

from polymer to hydrogenated GNR and 

eventually to GNR on Au(111) surface. 

Theoretical Investigations of Nano and Bio Structures 

J. Bernholc (PI) 

Department of Physics, North Carolina State University 

Raleigh, NC 27695-7518, bernholc@ncsu.edu 

Keywords: nanoscale electronics, molecular sensors, non-equilibrium quantum transport 

Project Scope 

This proposal addresses fundamental issues in nanoscale science and technology, namely the de-

sign of nanostructured materials and devices with desired, novel characteristics. The research 

projects will focus on nanoscale materials and devices for the beyond Moore’s law era, and elec-

trical detection of DNA sequences. These projects build on the work accomplished during the 

prior proposal periods, which included investigations of (i) detection mechanisms of carbon-

nanotube-based molecular sensors; (ii) monitoring of DNA replication with a nanocircuit, and 

(iii) major performance and capability improvements in the real space multigrid methodology. 

Our newly developed capabilities enable multi-petaflop electronic structure calculations, the 

ability to include over ten thousand atoms in multi-terminal non-equilibrium Green's function 

simulations of realistic device structures, and a new diagonalization method that speeds up this 

key bottleneck by almost an order of magnitude. 

Recent Progress  

Nanoscale electronics beyond Moore’s law era 

The current silicon-based semiconductor tech-

nology is facing a limit at about 5 nm feature 

size. Current leakage, already a problem in cur-

rent devices, prevents strict Moore’s scaling and 

results in much increased energy use. Indeed, in-

formation technology is estimated to already con-

sume 5-10% of world’s electricity. Future energy 

and computational trends call for nanoscale elec-

tronics based on nearly atomic-scale features, op-

erating at much lower voltages. Graphene nano-

ribbons (GNR) are very promising building 

blocks for future nanoscale devices, due to their 

very high mobilities, simple 2D wire-like struc-

ture and the potential for high quality growth. 

However, we have previously shown that nearly 

perfect edges are essential for maintaining the 

electronic properties of nanoribbons. Further-

more, nanoribbon properties change with their 

widths and edge directions. Since accurate control over GNR’s structure is difficult to achieve 

with top-down fabrication, bottom-up synthesis from well-defined molecular precursors is pref-

erable, because it results in GNRs with exactly defined structures.1 However, currently synthe-

sized bottom-up GNRs are far too short for electrical measurements, let alone for applications. 

We pursue an in-depth study of the mechanisms of growth of GNRs in collaboration with the 

experimental group of An-Ping Li at ORNL. We have identified a low-barrier growth pathway 
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Fig. 2. Paradigmatic GNR-based transis-

tor and the calculated current vs. gate 

voltage at 50 meV source-drain bias. 

 

 

Fig. 3. Calculated transmissions for glu-

cose and ethylene sensors. 

and showed that the metal substrate in critical in ena-

bling conversion of twisted polymer chains to GNRs at 

moderate temperatures, in agreement with experimental 

data. The pathway consists of an electrocyclization step, 

which transforms the twisted polymer blocks into a pla-

nar structure that temporarily forces the C atoms at block 

boundaries into an sp3 coordination, followed by dehy-

drogenation on both sides of the growing ribbon. Once 

the growth mechanism is established, we can computa-

tionally screen different substrates and growth conditions 

to identify best scenarios for growing long GNRs.  

We have also explored potential GNR-based device 

structures, using our high-accuracy quantum transport 

code, which self-consistently applies the full non-

equilibrium Green’s function formalism to calculate 

electron distribution and ballistic transport with full DFT 

accuracy. For short channel devices we find that 

mod(n,3)=0 GNRs with graphene contacts are the most suitable. A calculation of I-V characteris-

tics for a paradigmatic transistor structure is shown in Fig. 2. It involved ~4,500 atoms in a three-

terminal NEGF calculation.  

Molecular sensing and DNA sequencing Carbon nano-

tubes are highly promising for molecular detection and 

biological sensing, owing to their high chemical and me-

chanical stabilities, high surface areas and unique elec-

tronic properties. We have carried out extensive ab initio 

studies of the mechanisms of detection of small mole-

cules: ammonia, nitrogen dioxide, glucose and ethylene, 

and simulations of nano circuits involving a nanotube 

functionalized with a fragment of polymerase I enzyme. 

The nano circuit monitors replication of a single-

stranded DNA and can potentially be used to sequence 

DNA by detecting electrical signatures of the adding ba-

ses. For ammonia and nitrogen dioxide, for which the 

detection mechanism is still controversial, we find that 

only adsorption near the nanotube-metal contact results 

in a sizable change in current.  

As a model of a glucose sensor, we consider the experi-

mentally studied configuration2 in which a CNT is non-

covalently functionalized with pyrene-1-boronic acid. The calculated transmission of this device 

before and after glucose attachment in Fig. 3 shows a clear difference between the two cases, 

confirming that glucose can be detected by this method. An example of a covalently functional-

ized CNT small molecule detector is the ethylene sensor employing a Cu(I) complex.3 Calculated 

transmission spectra are shown in in Fig. 3. The resulting current change is 85% at 100 mV bias.  
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Fig. 4. Part of the Klenow Fragment at-

tached to CNT and alculated current dif-

ference for open and closed states of KF 

with nucleotide substitutions. 

Turning to a nanocircuit for monitoring DNA replication, 

we consider a CNT-Klenow Fragment (KF) nanocircuit, 

which could potentially be used for fully electrical se-

quencing of DNA, replacing the cumbersome and expen-

sive fluorescent labeling and electrophoresis procedures.. 

KF is a member of DNA polymerase I family that per-

forms DNA replication, starting from a single-stranded 

DNA as a template to assemble the complementary 

strand. It was recently demonstrated4 that the addition of 

nucleotides during replication can be detected by moni-

toring the current passing through the CNT. We have ini-

tiated collaboration with the experimentalists and per-

formed molecular mechanics simulations of the KF en-

zyme involving over 100,000 atoms to obtain snapshots 

of the open and closed states of the enzyme. Equilibrated 

structures of both open and closed states are then used as 

inputs to NEGF calculations for ~5,000 atoms. Here, on-

ly atoms closer than 2 nm to CNT surface are retained. 

The positions of the charged residues relative to the CNT 

surface are shown in Fig. 4. We calculate a substantial 

current change between the open and closed states of the enzyme, in agreement with experiment. 

However, the currents at zero bias are similar when different nucleotides are attached, both in 

experiments and in calculations, which prevents sequencing. Stimulated by experiment,5 we have 

investigated several atomic substitutions in the nucleotides, which replace specific O atoms with 

either S or Cl. We show that when these substitutions are combined with gate potential scanning 

(Fig. 4), it should possible to distinguish between G and T, and separate T and G signals from the 

others. However, additional changes are needed to identify A and C. Our work has attracted the 

attention of Illumina Inc., the dominant supplier of DNA sequencing equipment in the world, 

which sponsored an investigation of similar processes using KF on silicon.  

Real-space MultiGrid (RMG) electronic structure 

code We develop and publicly distribute RMG open-

source DFT-based code. Designed for highly parallel 

systems from inception, RMG scales to 200k CPU 

cores and 20k GPUs, reaching multipetaflops perfor-

mance (>6.5 PF on ORNL’s Cray XK7). It uses real 

space grids to represent wave functions, charge densi-

ties and ionic potentials. Multigrid pre-conditioning 

accelerates convergence by employing a sequence of 

grids of varying resolutions, while the finest, highest-

resolution grid serves as the physical basis. An exten-

sive default set of pseudopotentials, both norm-

conserving and ultrasoft, is built-in.  

As an example, in Fig. 5 we compare the performance 

of RMG v. 2.0 with PWSCF, which is a highly regarded and widely used open-source plane 

wave code. For 1000 water molecules run on 64-256 Cray XE6 nodes, RMG is substantially 

 
Fig. 5. Scaling comparison between RMG 

v. 2.0 and PWSCF (Quantum Espresso) for 

1000 water molecules run on Cray XE6. 
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faster and scales dramatically better than PWSCF. We attribute most of the performance differ-

ence to different scaling of FFT- and real-space-based algorithms.  

When simulating large systems (>1,000 atoms), a substantial part of RMG’s running time is 

spent on sub-space diagonalization, which has O(N3) scaling. To improve its performance, we 

have developed a new diagonalization method, a partitioned folded spectrum scheme (PFSM), 

which takes into account the iterative nature of the electronic structure eigenvalue problem and 

performs well on massively parallel systems. It distributes submatrices among nodes, takes full 

advantage of GPUs and significantly outperforms the standard SCALAPACK and MAGMA ei-

gensolvers. We should stress that because PFSM performs full diagonalization, metallic systems 

are treated as easily as those with a gap, and level crossing is not a problem. 

RMG version 1.0 was released in November 2014 and v. 2.0 in June 2016. In v. 2.0 the code 

base was largely rewritten in templated C++ with C++11 threads, which led to a major reduction 

in the size of the code while improving performance, readability, maintainability, robustness and 

portability. Since its release, RMG has attracted nearly 1,600 downloads. We observe major 

spikes in downloads after our conference presentations. We also gave well-attended RMG tutori-

als at the last two Electronic Structure Workshops. The source code, documentation and binaries 

for Linux, Windows, Mac OS X, and Cray systems can be downloaded from www.rmgdft.org. 

We also maintain a wiki, forums, and welcome feature requests. A future release will include 

non-equilibrium Green’s function module for self-consistent calculations of ballistic transport. 

Future Plans 

We plan to continue research on 2D materials and nano device architectures, first focusing on 

avenues to grow sufficiently long nanoribbons to allow for device structures will well-

determined properties and performance. Other 2D materials will also be explored in addition to 

graphene. We also plan to incorporate RMG into neutron spectroscopy analysis software at the 

Spallation Neutron Source, to enable high throughput collection and vibrational analysis of neu-

tron scattering data, with focus on novel, multicomponent materials for hydrogen storage.  

RMG is very well suited to many-core and multi-GPU architectures, because of scalability and 

locality of the real-space multigrid formulation. We plan to adapt to future architectures,  includ-

ing institutional and group-level clusters, as well as pre-exascale and exascale systems. An 

NEGF module, capable of handling over 10k atoms will also be released.  
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Geometry, Entanglement and Disorder in Topological Phases 

 

Principal Investigator: Professor Ravindra N. Bhatt, Department of Electrical 

Engineering, Princeton University, Princeton, NJ 08544 (ravin@princeton.edu). 

 

Co-Principal Investigators: Professor F. Duncan M. Haldane, Department of Physics, 

Princeton University, Princeton, NJ 08544 (haldane@princeton.edu); Professor Edward 

H. Rezayi, Department of Physics, California State University, Los Angeles, CA 90032 

(erezayi@calstatela.edu); Professor Kun Yang, Department of Physics and NHFML, 

Florida State University, Tallahassee, FL 32310 (kunyang@magnet.fsu.edu) 

 

Project Scope 

 

Carried out in a synergistic manner, our project aims to provide a detailed understanding 

of topological phases and phase transitions in two-dimensional electron systems in the 

fractional quantum Hall (FQH) regime, as well as in related systems. This includes the 

quantum geometry characterizing the phases, their quantum entanglement properties, and 

the effect of disorder, invariably present in experiment. We use a variety of numerical 

techniques in conjunction with fundamental theory to achieve our goals.  

 

Research Accomplishments (7/14 – 7/16) 

 

(I) Geometry of Fractional Quantum Hall States  

 

The geometric “Hall viscosity” property of incompressible FQH fluids was investigated, 

establishing a relationship between the edge-dipole moment and the momentum 

polarization of the entanglement spectrum [1], and showing how to determine the 

“gravitational” or thermal quantum Hall anomaly from the orbital entanglement 

spectrum. We also studied the geometry of Landau orbits in two-dimensional systems 

without rotational symmetry [23], using dispersions with quartic terms. A natural metric 

related to the Hall viscosity tensor and a topological “Landau orbit spin” was identified, 

exposing the generic properties of Landau orbits hidden in standard Galilean invariant 

models. 

 

A detailed numerical investigation of the dynamical degree of freedom corresponding to 

quantum geometry of phases of matter with intrinsic topological order was applied [15] 

to the ν = 1/3 Laughlin state using exact diagonalization and DMRG methods. Perturbing 

the system by a smooth, spatially dependent metric deformation, we find that the 

response of the quantum Hall fluid is given by the Gaussian curvature of the metric. We 

apply this probe to experimentally relevant settings, e.g., systems with band mass 

anisotropy and systems in the presence of an electric field gradient.  

 

We showed [18] that the long-wavelength quadrupolar graviton mode in a FQH liquid 

predicted earlier by Haldane could be excited using acoustic waves in the crystal (which 

behave like a gravitational wave). This provides a way to probe this mode 

experimentally. 
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(II) Composite Fermi Liquid and Fractional Quantum Hall Phases 
 

Two new DMRG based codes [4,6] were developed and tested, one in collaboration with 

other groups. A collaborative project using infinite cylinder DMRG provides compelling 

numerical evidence [17] for the existence of a Fermi sea of composite fermions for 

realistic interactions at ν = 1/2. The state is found to be particle-hole symmetric, unlike 

the Halperin-Lee-Read state, consistent with the proposal that composite fermions are 

massless Dirac particles, like the surface state of a 3D topological insulator. A numerical 

test shows the suppression of 2kF backscattering characteristic of Dirac particles.  

 

DMRG was used to study 12/5 and 13/5 FQH states [22], using experimentally realistic 

parameters (spin, Landau level mixing, finite thickness). It explains the experimental 

observation that 12/5 is an incompressible liquid, while 13/5 is a reentrant integer QH 

state. Both states were found to be in close proximity to a liquid-solid transition; Landau-

level mixing pushes 13/5 towards the solid phase, hence the absence of the plateau in 

experiments. The 12/5 state was identified to be the Read-Rezayi parafermion state. 

 

The competition between electron-solid and quantum-liquid phases in higher Landau 

levels of graphene was studied [19]. Differing Coulomb potential in graphene compared 

to GaAs affects the competition between solid and liquid phases. The liquid phase is 

found to dominate in the n=1 Landau level, whereas the Wigner crystal and electron-

bubble phases become more prominent in the n=2 and n=3 graphene Landau levels. 

 

A new formalism [14] was developed to construct quantum Hall many-body parent 

Hamiltonians in geometries beyond disk and sphere, which straightforwardly generalizes 

to the multicomponent SU(n) cases with a combination of spin or pseudospin (layer, sub-

band, or valley) degrees of freedom. The approach allows determination of previously 

unknown parent Hamiltonians of e.g. non-Abelian multicomponent states. Results were 

verified by numerically computing entanglement properties.  

 

Bilayer QH Systems: Using a two-component pseudopotential applicable to bilayers cold 

atom systems with dipolar interactions, we performed an exact diagonalization study [3] 

and showed that one can obtain both strong and weak d-wave paired quantum Hall states, 

with the Haldane-Rezayi state as the critical point separating them. Three projects on 

bilayer QH systems were completed with collaborators. Two comprehensive studies 

[12,13] explored bilayer systems with total filling ν = 2/3, especially competing Abelian 

and non-Abelian topological orders, and studied the effect of various two-body interlayer 

couplings. For dominant interlayer hollow-core interaction, a non-Abelian bilayer 

Fibonacci state was found. The third [16] was a quantitative study of the phase diagram 

of the bilayer bosonic FQH system on the torus geometry for total filling factor ν = 1 (½ 

+ ½) in the lowest Landau level. Short-range inter- and intra-layer interactions plus 

interlayer tunneling leads to a fully polarized system and a Moore-Read phase. Two other 

phases are found: Halperin (220) and coupled Moore-Read states.  
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(III) Fractional Chern Insulators 
 

Fractional Chern Insulators (FCI) occur in interacting flat band systems with topological 

phases for rational fractional band fillings. We showed [10] that long-range dipolar 

interactions can lead to non-Abelian states like ν = ½ Moore-Read and ν = 3/5 Read-

Rezayi states in Fermionic models, and multiparticle interactions are not required. 

 

We extended our study of quasiholes in fractionally quantized systems by characterizing 

the geometry (Section I) of quasiholes in FCI with 1/3 filling on different lattices [7]. By 

comparing with the corresponding FQH problem, we showed that similar structures were 

obtained for quasiholes on different lattices, involving just a length rescaling.  

 

A model [5] of the [111] surface of the pyrochlore lattice with spin-orbit coupling was 

generically found to exhibit surface states with Fermi arcs, while in the bulk the model, 

depending on the parameters, exhibits Weyl semimetal as well as fractional Chern 

insulating phases, including a C = 2 generalization of the Moore-Read state. More 

recently, we have devised local lattice models [20] whose ground states are ideal FCI, i.e. 

Abelian and non-Abelian topologically ordered states characterized by exact ground state 

degeneracies at any finite size, and infinite entanglement gaps. These could potentially 

help design experimental platforms with novel ground states.  

 

(IV) Quantum Entanglement, Disorder and Localization 

 

Quantum Entanglement has been found to be particularly helpful in classifications of the 

topological phases of matter. Collaborating with Shao (Binghamton) and Kim (Cornell), 

we obtained the entanglement entropy of the  = ½ state [11] using a new, determinantal 

form of the composite-fermion Fermi-liquid wavefunction in periodic  (toroidal) 

boundary conditions, making it convenient for Monte-Carlo evaluation. By partitioning 

the torus with a “trivial cut”, the second Renyi entropy can be evaluated by Monte-Carlo 

sampling of the swap operator. The entanglement entropy calculated numerically is found 

to have a logarithmic correction to the “area law” (L*logL) just like a free fermion state.  

 

As a precursor to studying effects of disorder in topological systems, we studied the 

Anderson model in dimensions d = 1 to 3, using Large Disorder Renormalization Group 

[2] as well as quantum entanglement [8] methods numerically. The former showed 

promise in culling the Hilbert space of many-body models; the latter demonstrated that 

the area law for entanglement entropy is obeyed in both metallic and insulating phases.  

 

We also studied numerically the effect of coupling a many-body localized system to a 

bath [9], demonstrating the evolution of eigenvalues statistics from Poisson (many-body 

localized) to GOE (Gaussian Orthogonal Ensemble, for extended or thermalized). While 

the data are consistent with the expectation that many-body localization (MBL) occurs 

only at zero coupling in the thermodynamic limit, strong signatures of incomplete 

localization survive in spectral functions of local operators at finite coupling that are 
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experimentally measurable. This offers hope for designing experiments to detect MBL. In 

a subsequent numerical study [21] of the level statistics of the entanglement spectrum of 

MBL and thermalizing phases of 1D and 2D Hamiltonian, and periodically driven 

Floquet systems, a semi-Poisson distribution was found (indicating a degree of level 

repulsion), in contrast to the Poisson distribution of energy splittings with no level 

repulsion.  

 

Most recently, we studied the transition from the ν = 1/3 FQH state to insulator with the 

addition of disorder using quantum entanglement as a diagnostic in the torus geometry 

[24]. This method does not require averaging over boundary conditions, unlike earlier 

methods that used Chern numbers, and is therefore much faster. The derivative of the 

entanglement entropy with respect to disorder was found to have a sharp peak at a 

characteristic disorder strength. The peak height grows significantly with size of the 

system, and appears to diverge in the thermodynamic limit; further, it exhibits finite size 

scaling, from which the critical exponent is extracted. Our work provides motivation for 

experimental studies of the FQH – insulator transition in samples with tuned disorder. 

 

Future Plans 
Numerical calculations to test the predictions of the graviton mode for FQH states will be 

done by Rezayi and Yang. Bhatt and coworkers plan to extend their study using quantum 

entanglement to other FQH-Insulator transitions; a comprehensive study of the plateau 

transitions using tight-binding and other projected models is also underway. Haldane 

plans to work on the two-particle reduced density matrix for Landau level problems, and 

with Rezayi, on a new efficient formalism for Monte Carlo studies. 
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Near-Field Electrodynamics of Carbon Nanostructures 
 
Principle investigator: Igor Bondarev, Professor, PhD, DSc (Habilitation) 
Department of Math & Physics, North Carolina Central University, Durham, NC 27707 
ibondarev@nccu.edu 
 
Project Scope 
 
The objective of this research is to advance the frontiers of fundamental knowledge on near-
field electrodynamic processes in complex carbon nanostructures. The project seeks to explore 
how one can use near-fields of low-energy collective plasmon excitations of individual 
constituent carbon nanotubes (CNs) to tailor the optoelectronic properties of double (multi-) 
wall CNs and hybrid quantum systems of metal-atomic-wire encapsulating CNs. Quantum near-
field theory is being developed for exciton-plasmon Bose-Einstein condensation and 
superfluidity in pristine double (multi-) wall CN systems. Transport properties of hybrid metal-
encapsulating semiconducting CNs are being explored. Clear understanding of the properties of 
collective excitations, and how individual constituents of complex systems communicate with 
one another in the near field and what it does to the entire complex system, is a natural 
prerequisite for advances ranging from new applications, such as  coherent light emission, 
enhanced electromagnetic absorption, scattering and conversion of ambient electromagnetic 
radiation, to the development of new concepts for future generation carbon based plasmonic 
nanomaterials engineering. The project focuses on new directions for fundamental 
nanoplasmonics and near-field optics research, currently mostly dealing with metallic 
nanoparticles, to include a new area of nanotube optoplasmonics. 
 
Recent Progress 
 
Below are some highlights of progress made in the past two years. A more comprehensive 
publication list is appended below the highlights. 
 
1D transport in hybrid metal–semiconductor nanotube systems – An electron transport 
model is developed for the one-atom-thick, finite-length metallic wire (AW) encapsulated into a 
semiconducting CN with the bandgap broader than the AW conduction band (Fig.1, left panel 
and top right), in order to understand the interplay between the AW intrinsic 1D conductance 
and the near fields of nanotube’s collective interband plasmon excitations. The model uses the 
matrix Green's function formalism to derive an analytical expression for the electron 
transmission coefficient T(E) through such a hybrid metal-semiconductor system. The 
conductance g = T(E∼EF) of the system can be affected significantly by the AW-CN plasmon 
coupling when 2V (Ep – EF) = Nμ2 (μ is the AW-CN coupling constant, Ep is the CN plasmon 
energy, N, EF and V are the number of atoms, the Fermi energy and the hopping parameter of 
the AW, respectively), to result in the Fano resonances in the electron transmission, whereby 
the AW˗CN near-field interaction blocks some of the pristine AW transmission band channels to 
open up new coherent channels in the CN bandgap outside the AW transmission band. This 
makes the entire hybrid system transparent in the energy domain where neither AW nor CN is 
individually transparent. (Fig.1, right panel) These generic features of the Fano resonances may 
also manifest themselves in those metal-nanotube combinations where the AW transmission 
band is broader than the CN bandgap. They may affect both the electron transport in the CN 
conduction band and the hole transport in the CN valence band, to block some of the 
transmission channels inside and/or to provide extra plasmon-mediated coherent transmission 
channels outside of the bands of states. This effect can be used to control, optimize and 
manipulate by the charge transfer in hybrid metal-semiconductor CN based devices for 
nanoscale energy conversion, separation, and storage. Work done in collaboration with M.Gelin, 
Chemistry Dept., TU-Munich, Germany. [Figure 1; M.F.Gelin and I.V.Bondarev, Physical Review 
B 93, 115402 (2016)] 

38



 

 

 

 

 

 

 

 

 

Fig. 1:   Top right: Schematic of the hybrid system studied.   Left panel: (a) Calculated axial surface conductivities σzz 
(normalized by e2/2πħ) for the semiconducting (11,0) and (16,0) CNs. Peaks of Re(σzz) and Re(1/σzz) represent excitons 
(E11, E22) and interband plasmons (P11), respectively.  (b) Photonic density-of-states (DOS) for non-radiative spontaneous 
decay with CN plasmon excitation for a two-level dipole emitter on the symmetry axis (inset) of the (11,0) and (16,0) CN. 
Dotted vertical lines show the correspondence between the DOS peaks and interband plasmon resonances of the 
conductivities for the respective CNs.  (c) Electron transmission band for the free AW of 100 sodium atoms with energy 
counted from the bottom of the fundamental bandgap Eg of the (11,0) and (16,0) CNs (top and bottom, respectively); also 
shown are the AW Fermi energies EF and CN first interband plasmon energies Ep.   Right panel, (a)-(d):  An example of the 
calculated transmission coefficient versus energy for the coupled hybrid system (sketched on top) of the AW with N=100, 
101, 102, and 103 sodium atoms inside the (11,0) CN. Green lines are the parabolas whose zeros give the positions of two 
Fano resonances that appear due to the AW˗CN plasmon coupling to block the AW transmission band center and to open 
up a new coherent transmission channel in the CN forbidden gap outside the AW band. Red dashed lines are zone-center 
approximations of the transmission formula obtained.              M.F.Gelin and I.V.Bondarev, Phys. Rev. B 93, 115402 (2016) 
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Plasmon enhanced Raman scattering near CNs − Quantum theory of the resonance Raman 
scattering is developed for a two-level system (TLS) coupled to a low-energy (~1−2 eV) 
interband plasmon resonance of a carbon nanotube. The theory applies to atomic type species 
that are physisorbed on the CN walls, whereby there is no local electronic orbitals hybridization 
between the CN and the atomic transition levels involved. The theory covers both weak and 
strong TLS–plasmon coupling, and predicts a dramatic enhancement of the Raman scattering 
intensity in the strong coupling regime. Previously, most of the applications of CNs to enhance 
Raman scattering have been to decorate them with metallic nanoparticles − to use plasmons of 
metal as spectroscopic enhancers with CNs only serving as their supporters. Here, individual 
CNs are shown to provide a strong resonance Raman enhancement effect due to their intrinsic 
interband plasmon modes. The theory developed will help establish new design concepts for 
future CN based nanophotonics platforms for single atom detection, precision spontaneous 
emission control, and optical manipulation, which will benefit from the extraordinary stability 
and precise tunability of the physical properties of CNs by means of their diameter and chirality 
variation. [Figure 2; I.V.Bondarev, Optics Express 23, 3971 (2015)] 

 
 

 

 

 

 

 
 

Fig. 2: Left panel: (a) Axial surface conductivities σzz normalized by e2/2πħ for the (6,4), (10,0), and (11,0) CNs of increasing 
diameter (cf. Fig.1, left). Peaks of Re(σzz) represent excitons (E11, E22); peaks of Re(1/σzz) indicate interband plasmons (P11).  
(b) Photonic DOS for the TLS placed 2.84 Å away from the surface of the nanotubes (see inset) whose axial surface 
conductivities are presented in (a). Dotted double-end vertical arrows show the correspondence between the DOS peaks 
and interband plasmon resonances of the conductivities for the respective CNs.  (c), upper & lower panels: Raman 
scattering enhancement factor for the P11(6,4) resonance in (a) with typical X, Δxp and δ to stand, respectively, for the TLS 
Rabi splitting energy, plasmon resonance width and TLS detuning from the plasmon resonance. The enhancement factor 
increases dramatically for X/Δxp >> 1 (strong coupling regime). Energies are in units of the double C-C overlap integral 
(5.4 eV). Conductivities are calculated using the (k·p)-scheme [T.Ando, J. Phys. Soc. Jpn. 74, 777 (2005)]. DOS functions are 
obtained per theory by Bondarev & Lambin [PRB 72, 035451 (2005)].              I.V.Bondarev, Optics Express 23, 3971 (2015) 
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Future Plans 
 
Exciton-plasmons in double (multi-) wall carbon nanotubes − The main focus will be on the 
derivation of the exciton-plasmon dispersion relation and the analysis of the possibility for the 
exciton Bose-Einstein condensation (BEC) in double wall CNs with matching exciton/plasmon 
resonances. Double (multi-) wall CN systems in which an exciton resonance of one tubule 
overlaps with a plasmon resonance of another tubule is expected to provide the strong exciton-
plasmon coupling condition that is necessary for the exciton BEC to occur. The quantum 
electrodynamics approach developed previously by the PI is being used to advance this 
problem. Once the quasi-particle dispersion relation is obtained, the pairs of nanotubes will be 
identified that are capable of providing the most efficient exciton-plasmon coupling and, 
presumably, the exciton BEC. The BEC theory will then be developed to obtain typical BEC 
temperatures and temperature-dependent exciton emission line profiles, to show how the 
phenomenon is expected to manifest itself experimentally. Further development will be to 
study the connection between the exciton BEC and superfluidity in the appropriately chosen 
double wall CNs, focusing on temperature dependences and (weak) temperature gradients. 
Apart from the fundamental aspect, this will give insight into photoluminescence peculiarities 
of multi-wall CNs and their aggregates that are of relevance to energy related applications. 
Nonlinear optical response of advanced quasi-1D/2D nanomaterials − These include 
quasi-1D periodic chains of organic polymer molecules and quasi-2D semiconductor nano-
structures such as coupled quantum wells, van der Waals bound graphitic and transition metal 
dichalcogenide bilayer heterostructures. In the latter, indirect excitons, biexcitons, and trions 
formed by indirect excitons are likely to control the formation of correlated Wigner-crystal-like 
electron-hole structures. Binding energy calculations for the biexciton and trion electron-hole 
complexes formed by indirect excitons will be the main thrust of this effort. The focus will be on 
testing the capability and correctness of the configuration space method developed recently by 
the PI for the binding energy calculations of excitonic complexes in reduced dimensionality 
semiconductor systems. The configuration space method can help develop understanding of 
how stable Wigner crystallization could be in these quasi-2D nanostructures. Wigner-like 
electron-hole crystal structures are of great interest for future spinoptronics applications. 
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Interacting topological quantum matter 
 

Principal Investigator: Claudio Chamon  

Department of Physics, Boston University  
chamon@bu.edu 
 

 

Project scope: 
 
The study of topological phases of matter is a very active area of research in 
contemporary condensed matter physics. One of the many facets of the field is the study 

of fractionalized phases and their classification. It is possible to construct 2D interacting 
topological phases by coupling 1D quantum wires, and to use this strategy to classify 

their possible Abelian phases. This scheme, in addition to advancing the theoretical goal 
of better understanding topological phases through classification efforts, has the potential 
to provide a blueprint for building topologically based devices. 

The objective of this project is to progress with this type of dimensional augmentation 
approach. The work aims at the construction of Abelian and non-Abelian topological 

phases in both 2D and 3D using assemblies of quantum wires or quantum spin chains as 
building blocks. The theoretical analysis deploys the technique of non-Abelian 
bosonization. The analytical work is complemented by numerical studies of quantum spin 

chains and ladders that serve as the building blocks.  

 

Recent progress: 

Non-Abelian topological spin liquids from arrays of quantum wires or spin chains 

We constructed 2D non-Abelian topologically ordered states by strongly coupling arrays 
of 1D quantum wires via interactions. In our scheme, all charge degrees of freedom are 

gapped, so the construction can use either quantum wires or quantum spin chains as 
building blocks, with the same end result. The construction gaps the degrees of freedom 
in the bulk, while leaving decoupled states at the edges that are described by conformal 

field theories (CFTs) in (1+1)-dimensional space and time. We considered both the cases 
where time-reversal symmetry (TRS) is present or absent. When TRS is absent, the edge 

states are chiral and stable. We prescribed, in particular, how to arrive at all the edge 
states described by the unitary CFT minimal models with central charges c<1. These non-
Abelian spin liquid states have vanishing quantum Hall conductivities, but non-zero 

thermal ones. When TRS is present, we described scenarios where the bulk state can be a 
non-Abelian, non-chiral, and gapped quantum spin liquid, or a gapless one. In the former 

case, we found that the edge states are also gapped.  

The non-Abelian bosonization technique utilized in this work is a powerful tool for 
understanding the possible 2D topological phases that can be reached by strongly 

coupling 1D systems. As a simple illustration of its power, we showed how to easily 
recover the ten-fold way classification of two-dimensional non-interacting topological 
insulators using the Majorana representation that naturally arises within non-Abelian 

bosonization. Within this scheme, we showed that the classification reduces to counting 
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the number of null singular values of a mass matrix, with gapless edge modes present 
when left and right null eigenvectors exist. 

    
 

Figure 1: Schematic representation of the Hamiltonian for a state with non-Abelian topological 

order arising from interactions between electronic quantum wires. Each ⊗ and ⊙ represents the 
right-moving and left-moving (spinful) electrons of a quantum wire coming out of the plane of 
the page. Each gray area represents an interaction that gaps out charge fluctuations on the bundle 
of wires that it encloses. Each line represents a SU(2) symmetric Heisenberg interaction between 
the spin densities of left-movers and right-movers that it connects. Lines of the same color 
represent interaction terms of the same strengths.  

 

 
Wire constructions of Abelian topological phases in three or more dimensions 

Coupled-wire constructions have proven to be useful tools to characterize Abelian and 

non-Abelian topological states of matter in 2D (see above, for example). In many cases, 
their success has been complemented by the vast arsenal of other theoretical tools 

available to study such systems. In 3D, however, much less is known about topological 
phases. Since the theoretical arsenal in this case is smaller, it stands to reason that wire 
constructions, which are based on 1D physics, could play a useful role in developing a 

greater microscopic understanding of 3D topological phases.  

We provided a comprehensive strategy, based on the geometric arrangement of 

commuting projectors in the toric code, to generate and characterize coupled-wire 
realizations of strongly-interacting 3D topological phases. We showed how this method 
can be used to construct pointlike and linelike excitations, and to determine the 

topological degeneracy. We also pointed out how, with minor modifications, the 
machinery already developed in 2D can be naturally applied to study the surface states of 

these systems, a fact that has implications for the study of surface topological order. 
Finally, we show that the strategy developed for the construction of 3D topological 
phases generalizes readily to arbitrary dimensions, vastly expanding the existing 

landscape of coupled-wire theories. We discussed Zm topological order in three and four 
dimensions as a concrete example of this approach, but the approach itself is not limited 

to this type of topological order.  
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Planned activities: 

 

The planned effort for the next year will focus on two directions. The first is to extend to 
3D the scheme that we utilized to build 2D non-Abelian topological phases from coupled 

1D quantum wires or spin chains. We have made substantial progress already, and we 
have identified a way to devise the proper interactions between the wires that gap all 
degrees of freedom when periodic boundary conditions are imposed. The nature of 

surface states, or whether we have gapped or gapless degrees of freedom at the boundary, 
is a topic we will address. After determining the nature of the surface modes, the 

subsequent step is to construct the operators that lead the fractionalized excitations in the 
bulk, and investigate the ground state degeneracy for periodic boundary conditions. If 
successful, this approach will establish a concrete approach for designing 3D non-

Abelian topological phases from 1D building blocks. 

Our second research direction is to build a 2D non-Abelian topological phase starting 

directly from a microscopic model, a system of coupled quantum spin ½ ladders. Our 
constructions thus far have taken as starting point the field theoretical description of 
wires. The couplings that gap the bulk states were written in terms of the non-Abelian 

currents that describe the wire degrees of freedom; these couplings should correspond to 
some microscopic couplings written directly in terms of local degrees of freedom in the 

wires. For example, in the case of quantum spin chains, the current-current interactions 
within the non-Abelian bosonization scheme are the result of microscopic spin 
interactions. We are currently focusing on engineering a specific 1D spin model that lead, 

once the chains are coupled, to a non-Abelian 2D topological state with gapless Majorana 
modes at the boundary. We have identified the model for the 1D building blocks, and we 
are currently using DMRG studies to show that this 1D building block model is gapless, 

and that these chains are gapped once coupled to neighboring chains. The DMRG studies 
are being carried in collaboration with Adrian Feiguin. 
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Project Scope 

 

The main goals of my research are (i) to develop new methods that can quantitatively 

describe strong correlation effects in materials, and (ii) to use these methods to make 

definitive numerical statements about correlation driven phenomena for problems ranging 

from lattice models to real materials. In the last two years, the DOE program has 

supported work in my group in two areas. The first is the development and application of 

density matrix embedding theory (DMET), a technique which allows calculations on 

finite systems to mimic those performed in the thermodynamic limit. We have applied 

DMET to carry out high accuracy studies of various cuprate models of increasing 

complexity, and have obtained several definitive results, discussed further below. We 

have also developed fundamental extensions of the method, e.g. to superconductivity, 

electron-phonon coupling, and time-dependent problems. The second area of our efforts 

has been to explore the systematic diagrammatic approach contained in coupled cluster 

approximations, to compute first principles materials spectra beyond the level of the 

GW/BSE paradigm. Our spectral CC methods have been applied to the uniform electron 

gas, where they accurately treat satellite features, and most recently, we have extended 

the work to a fully first principles implementation, which can be used to simulate real 

materials spectra. All of our work is made available through open-source software, and 

our first-principles methods are implemented as part of a new simulation package, 

PySCF, that targets in particular correlated electron simulations in molecules and 

materials. 

  

Recent Progress 

 

Ground-state phase diagram of the 2D Hubbard model. Although the 2D Hubbard 

model is one of the most widely studied models in condensed matter physics, consensus 

on the ground-state phases, such as regarding the absence or presence of 

superconductivity in the physically relevant parameter regime, has been elusive. Using 

density matrix embedding theory with clusters of up to 16 sites we have computed an 

accurate ground-state phase diagram of the 2D Hubbard model [1]. (We have since 

carried out additional benchmark calculations with up to 100 cluster sites) [2]. As one 

measure of accuracy of the calculations, we find that our extrapolated energies at half-

filling are in error by less than 0.001t. Using careful extrapolations of the order 

parameters to the thermodynamic limit, we determine the phase diagram as shown in Fig. 

1. The converged phase diagram shows a clear region of robust d-wave 

superconductivity at intermediate doping and coupling (e.g. U=4-6), coexistence between 

AFM and SC order, as well as many inhomogeneous phases in the underdoped regime.  
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Figure 1 Left: Ground-state phase diagram of the 2D Hubbard model from DMET. From Ref. [1] Right top: 
stripe-wavelength and energy at U=8, 1/8 doping using different methods. Right bottom: Stripe order 
from DMET.  

 
Resolving the order in the underdoped 2D Hubbard model ground-state. Our work 

on the Hubbard model phase diagram, as well as earlier work in the community, had 

previously observed several competing orders in the underdoped region of the 2D 

Hubbard model. We thus tried to answer the question: are these orders artifacts of the 

different computational methods used? If not, can we determine the true order in the 

underdoped region? Using DMET calculations in conjunction with DMRG, AFQMC, and 

iPEPS simulations by our collaborators, we could definitively establish that the 

predominant order in the 1/8 doping regime is a vertically striped state (see Fig. 1). The 

stripe wavelength is nearly degenerate between wavelengths 5-8 (on the scale of 0.001t) 

with a small preference for a stripe of wavelength 8 and with vanishing superconducting 

order. This is one of the first conclusive numerical resolutions of order in the underdoped 

region of the 2D Hubbard model. 

 

Beyond the 2D Hubbard model. We are currently extending our DMET calculations to 

go beyond the single band Hubbard model. For example, we are computing the ground-

state phase diagram of the 3-band model using a variety of parameters sets that are in the 

literature. Already early calculations indicate interesting behavior, including evidence for 

bond order in the unit cell, as detected in RIXS studies. In collaboration with Lucas 

Wagner, we will also explore the 3-band model phase diagram with material specific 3-

band parameters sets determined from QMC, in order to correlate cuprate materials 

directly with their superconducting properties. 

 

Developments in density matrix embedding theory. We have carried out many 

extensions of the DMET methodology in the last two years, including (i) extensions to 

“ “ 
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superconducting ground-states (e.g. as applied above) [1], (ii) a dynamical cluster 

formulation [2], (iii) extensions to coupled fermion-boson Hamiltonians (to study the 

effects of phonons in the presence of interactions) [3], (iv) spectral functions [4],  (v) 

extensions to non-equilibrium, time-dependent systems. The latter provides the exciting 

possibility of studying pump-probe experiments in correlated systems, with the DMET 

being used to mitigate the finite size effects that plague existing time-dependent 

simulations. 

  

Model Hamiltonian derivation. We have also worked on model reduction via canonical 

transformations. Here, a common difficulty is the divergence of canonical 

transformations near perturbation theory singularities. We have found a particularly 

simple regularization of perturbation theory that allows for qualitatively accurate model 

Hamiltonians in molecules to be derived by a simple second order canonical 

transformation. [5] 

 

Spectral functions of the uniform electron gas. A second main thrust of our work has 

been to advance the first principles simulation of spectra in moderately correlated 

materials. For materials with modest correlations, the standard first principles method is 

GW (for single-particle spectra) or GW/BSE (for optical spectra). While this approach 

has been remarkably successful over several decades, especially for understanding 

semiconductor physics, the time has come to consider improvements particularly to treat 

more correlated spectral features (such as satellites) and more correlated materials. The 

coupled cluster hierarchy of quantum chemistry provides a systematic resummation of 

diagrams beyond GW theory, which, even at the lowest order (CCSD), contains all ring 

and ladder diagrams and a subset of the self-energy terms that couple the two. We have 

recently demonstrated the accuracy of CCSD and CCSDT spectra as compared to GW, 

GW+C, in the finite uniform electron gas. (Fig. 2.) We find that CC significantly 

improves the satellite structure and removes the dependence on starting point that is a 

well-known problem with GW methods. [6] 

 

 

Beyond GW and BSE: correlated first principles materials spectra from coupled 

cluster. Building on our work on the uniform electron gas, we have generalized our 

spectral function coupled cluster implementation from the uniform electron to full ab-

initio materials. We can now calculate, for the first time, correlated band structures in 

materials (with and without pseudopotentials) with the full coupled cluster theory. (Fig. 

2). Employing successive levels of the CC hierarchy will allow for the determination of 

spectra with decreasing error bars, allowing for precise convergence to the exact limit. 

This work is currently being extended to optical spectra as well. 

 

PySCF: a first principles molecular and materials simulation package.  All the 

methods we develop are made available through free- and open-source software. 

Developing and maintaining this software is a major activity in the group. The density 

matrix embedding code is available via several DMET implementations [6]. First 

principles methods are available through PySCF. PySCF is a new open-source ab-initio  
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Figure 2 Left: Spectral function for a small finite UEG. CC shows perfect agreement with the “exact” DMRG 
results. Middle: Spectral function for a large UEG. The CC spectral function has a 3-peak structure unlike 
the GW spectral function; this 3-peak structure is reproduced in the experimental PES of Na. From Ref. 
[4]. Right: Full ab-initio coupled cluster calculation of the correlated band-structure of silicon. 

code developed by the group which supports both state-of-the-art molecular computation 

as well as calculations in materials. It is designed to have leading performance while 

maintaining extreme simplicity for developers. PySCF is available for download from 

https://github.com/sunqm/pyscf. 
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Project Scope 
 
This program targets the electronic and structural properties of nanostructured materials. 
Computational methods for predicting and understanding the properties of materials at 
the nanoscale are being developed and applied to electronic materials.  Within the 
nanoscale, phenomena occur that are characteristic of neither the atomic limit, nor the 
macroscopic limit. Properties that are intensive at the macroscopic scale become size 
dependent at the nanoscale. These phenomena can have direct consequence for 
understanding and characterizing materials used in electronic, optical, and micro-
mechanical applications related to energy sciences and technologies. To capitalize 
properly on predicting and understanding such phenomena in this nano regime, a deeper 
understanding of the quantum properties of materials will be required.  
 

Recent Progress 
 
Simulating atomic force microscopy images.   
Characterization of surfaces and interacting molecular 
species is important for investigating the physical 
properties of materials.   Recent progress in the field of 
two-dimensional materials such as graphene extends the 
applicable areas of characterization methods from 
surfaces to materials themselves.    Non-contact atomic 
force microscopy (nc-AFM), an imaging technique that 
measures the frequency shift of an oscillating cantilever is 
one of the most widely used surface characterization 
methods.   A typical AFM set up is shown in Fig. 1.  A major 
benefit of AFM compared to other surface characterization 
methods such as scanning tunneling microscopy is its 
flexibility and ease of application: AFM can be used to 
image virtually any flat solid surface without sample 
preparation whereas in STM a conducting sample is 
required.   
 However interpreting AFM is difficult. Two noteworthy issues complicate the 
simulation of nc- AFM images. First, the morphology of the tip is in general unknown. As 
such, models of the tip are required based on ad hoc assumptions. Second, nc-AFM 
simulations require numerous force calculations between the tip and the specimen of 
interest over a fine three dimensional grid.  This procedure can require thousands if not 
tens of thousands of geometries to be considered. 

Fig. 1.  Typical AFM setup, after 
Geissibl, Rev. Mod. Phys. 2003. 
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 Simplified approaches to this problem were developed based on (a) avoiding an 
explicit description of the tip or (b) fixing the electrostatic field of the specimen.   In the 
first case, the image can be determined by treating the tip as a classical object and 
attributing the shift of frequency in the probe to an induced dipole.  In the second case, the 
tip is allowed to respond to the fixed field of the specimen.  This approach allows one to 
include the functionalization of the tip by adsorbed species.  In both cases quantum forces 
are computed.   These approaches can result a dramatic reduction of the computational 
load, often by more than several orders of magnitude.  
  Recently, carbon monoxide functionalized tips have been successfully used to 
obtain high resolution  of chemical bonds in organic molecules and 2D materials such as 
graphene.  However, the role of the CO molecule in enhancing the AFM resolution is not 
well understood.  Using a classical tip model with no functionalizing agent and with a CO 
tip allows, one establish how the CO molecular orbitals account for the differing resolution.  
In Fig. 2, this difference is illustrated for a dibenzo(cd,n)naphtho(3,2,1,8-pqra)perylene 

(DBNP) molecule.  There are two cases shown:  one with a Xe terminated tip and one with 
a CO tip: 
 

Experimentally, the CO tip results in a subatomic resolution of the covalent bonds 
in contrast to the Xe results.  The simulations exhibit the same trend.  The classical tip 
model fails to resolve the bonds, but the CO functionalized tip does.  This difference can be 
attributed to the special nature of the CO molecular orbitals.   Other work on AFM images 
included examining image inversion and explaining anomalies in imaging hydrogen bonds. 
 
The role of quantum confinement on charged and neutral defects in nanostructures.  
It is well known that the activation energy of dopants in semiconducting nanomaterials is 

 

Fig. 2. Non-contact AFM images for a DBNP molecule. (a) Ball and stick model. Experimental 
nc-AFM images ( Mohn et al. Appl. Phys. Lett. (2013)) with the Xe-tip termination (b) and 
the CO-tip termination (c). Simulated nc-AFM images without an explicit tip model (d) and 
with a CO-tip model (e). Atom positions are indicated with yellow (carbon) and blue 
(hydrogen) circles in (f) and (g). 
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higher than in bulk materials owing to dielectric mismatch and quantum confinement. 
This quenches the number of free charge carriers in nanomaterials. Though a higher 
doping concentration can compensate for this effect, there is no clear criterion on what the 
doping concentration should be. Using P-doped Si[110] nanowires as the prototypical 
system, this project established a doping limit by first-principles electronic structure 
calculations.  By examining how a defect within a crystalline material responds to small 
changes in its charge state, the electronic properties of an ionized defect can be modeled 
by an effective work function and capacitance. As the nanowire gets thinner, the 
interaction range of the P dopants shortens and the doping concentration can increase 
concurrently.  Hence, heavier doping can remain nondegenerate for thin nanowires.  Also, 
this capacitance approach leads to a correction formula to the total energy of a charged 
periodic system and allows a comparison between the electronic band structure of the 
ionized defect to its corresponding neutral one. The correction formula can be related to 
the potential alignment method and Makov-Payne correction widely adopted in charged 
periodic systems. The new approach suggests both an alternative interpretation and 
improvements to the popular Makov-Payne and potential alignment scheme. 
 
Computational methods for predicting the Raman spectra of nanostructures, 
including the role of defects.  The vibrational modes and Raman spectra of P-doped Si 
nanocrystals  were examined using the Placzek approximation. The Si nanocrystal 
vibrations are largely unaffected by the introduction of P dopants; however, the Raman 
spectra of doped nanocrystals are enhanced relative to those of pristine nanocrystals, and 
demonstrate a strong dependence on dopant position.  An analysis showed that 
vibrational modes involving atoms in the vicinity of the dopant give the largest 
contributions to the Raman spectra.   In addition, the vibrational and Raman spectra for Li 
doped Si nanocrystals were calculated. The insertion of Li atoms into Si nanocrystals 
disrupts the Si crystal structure forming a region of Li-Si alloy.  The Raman spectrum for 
this alloy exhibits a Li induced peak at 440-480 cm-1.  An accompanying reduction in the 
size of the dominant bulk-like Si peak at 520 cm-1 was found. Both of these results are 
consistent with experiment.  
 The vibrational properties and Raman spectra of  Si-Ge core-shell nanostructures 
were examined.  Not surprisingly, the dominant features of the Raman spectrum for the Si-
Ge core-shell structure consisted of a superposition of the Raman spectra of the Ge and Si 
nanocrystals with optical peaks around 300 and 500 cm-1, respectively.  A Si-Ge "interface" 
peak at 400 cm-1 was observed for the first time.  The Ge shell causes the Si core to expand 
from the equilibrium structure. This strain induces a significant redshift in the Si 
contribution to the vibrational and Raman spectra, while the Ge shell is largely unstrained 
and does not exhibit this shift.  The ratio of peak heights is strongly related to the relative 
size of the core and shell regions.  This project demonstrates that Raman has the potential 
of being developed as a tool for probing structural properties of nanostructures.  
 

Future Plans 
 
Work will focus on the following three themes:  (1)  Constructing a practical approach for  
probe microscopy of nanoscale systems in order that structural information  from atomic 
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force microscopy can be quantified and correctly interpreted.  A target will be to retain the 
quantum nature of the probe and sample, while obviating the need for extensive 
computation.  (2)  Developing computational methods for predicting the Raman spectra of 
nanostructures, including complex nanostructures with defects.  (3) Predicting the 
response of complex molecular species, photovoltaic materials and two dimensional 
materials such as graphene and MoS2 to external electric  fields.  
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Program Scope  

This DOE/BES funded project aims to understand fundamental physical processes 

at interfaces and across nano-molecular-junctions. We investigate electron and spin 

transport, interfacial electronic and magnetic structure, and the interplay between 

structure and properties. In the current funding period, we are working on 1) tunneling 

field-effect on electronic structure and spin transport through 2D junctions, 2) theoretical 

development and algorithm/code implementation of the many-body GW method, and 3) 

phonon-assisted electron relaxation processes  

 

Recent Progress 

1) Tunneling Field-Effect and Electron-Spin Transport 

 We have implemented the effective screening method (ESM) in the density 

functional theory framework for simulating gate voltage. This development provides a 

powerful approach to simulating tunneling field-effect transistors via first-principles 

methods [1,2].  

 

We have investigated both single-gate and double-gate graphene-based layered 

junctions. One example is the effect of an electric field on the electronic structure of 

trilayer graphene with ABC- and ABA-stacking orders (Fig.1). We thoroughly analyzed 

Fig.1 Schematics of the (a) 

ABC and (b) ABA stacking 

orders of trilayer graphene, 

and the (c) dual- and (d) 

single-gate configurations 

used in simulations. The 

first Brillouin zone of 

trilayer graphene is shown 

in the insert in (a). In (c,d) 

the net charge density on 

the trilayer graphene is 

denoted by σ, and the 

electric field between 

graphene and gate 

electrodes is denoted by E. 

Vacuum (permittivity εo) is 

used as the medium 

between graphene and gate 

electrodes in our 

simulations. 
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the band gaps/overlaps induced by electric fields in ABC/ABA-stacked trilayer graphene. 

Our simulations are based on the dual-gate configuration, which enables us to examine 

separately the effects of electric field and of charge doping. (The single-gate 

configuration as shown in Fig. 1 (d) is a special case of the dual-gate configuration, 

setting Vg1  and E1  to zero). Changes in the band gap of ABC-stacked graphene trilayer 

are symmetric for hole and electron doping, but the symmetry is broken in ABA-stacked 

trilayer graphene. From the dual-gate configuration simulation, we show that the single-

gate field-effect on the band structure arises from both the electric field and the charge-

doping. Our findings are of great importance in guiding future experimental and 

computational searches aiming to control band structure. Another example is the 

tunneling transistors that consist of a graphene|h-BN|graphene multilayer structure. The 

distribution of free carriers and the band structure of both top and bottom graphene layers 

are calculated self-consistently. The dielectric properties of h-BN thin films sandwiched 

between graphene layers are computed layer-by-layer following the theory of 

microscopic permittivity. We find that the permittivities of BN layers are very close to 

those of crystalline h-BN. The effect of the interface with graphene on the dielectric 

properties of h-BN is weak, according to an analysis of the interface charge 

redistribution.  The ESM is also applied to study the electronic and magnetic structures of 

quasi-one-dimensional interfaces along the zigzag direction in two dimensional GaN/SiC 

heterostructures [3]. We find that a bulk electric field will develop only when both 

interfaces hold no gap states and the net charge at interfaces are of opposite sign. 

Geometries studied exhibit an intriguing quasi-one-dimensional conductor character, of 

which some show finite nonzero magnetic moment. We relate the magnetization at the 

interfaces the Stoner instability. 

After developing an algorithm that combines the idea of scattering theory that 

underlies the layer Korringa-Kohn-Rostoker (KKR) electronic structure code and 

pseudopotentials in conjunction with a planewave expansion, we finished code 

implementation for electronic transport and complex band calculations. The basic 

equation for each slice is written as, , where is the scattering matrix 

when the local potential is present alone, and is the special solution including the non-

local potential. We applied our new method to study graphene side-contact electron and 

spin transport [3]. Our code interfaces with the Quantum Espresso package and also 

utilizes subroutines from the layer KKR code. This development is a significant step 

beyond our effort that generalizes the current implementation of planewave-based 

transport theory in PWCOND. The calculated transmission coefficients can be used as 

inputs in the Boltzmann equation [5-7] to compute resistance of metal and tunneling 

junctions.  

 

2) All-electron self-consistent GW in the Matsubara-time domain 

 The GW approximation, originally proposed by Hedin, provides a route to 

improve electronic descriptions and band gap results using many-body perturbation 

theory.  Although studies employing the GW approximation have enjoyed early success 

in improving band gap predictions, many implementations rely on the pseudopotential 

approximation in which pseudo wavefunctions and valence-core interactions are still 

treated at the level of DFT.  We eliminate this disadvantage by implementing the GW 

method in an all-electron, linearized augmented plane wave (LAPW) code.  In addition to 

 Yout = SYin + Fo  S

Fo
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including valence-core interactions within this framework, we also solve for the self-

energy in the Matsubara-time domain, which avoids the computationally costly 

convolution of the Green's function and screened Coulomb interaction in frequency 

space.  Using this methodology, we have calculated the electronic structure for a range of 

semiconductors and insulators within the single-shot G0W0, GW0, and fully self-

consistent GW approximations. We have applied the full GW method to study a wide 

range of systems [8]. Our results show that the full GW improves the band gap greatly 

(Fig.2). We have also demonstrated the computational efficiency and rapid convergence 

of the self-energy with respect to Matsubara-time points and emphasize the importance of 

including valence-core interactions in such calculations. 

 

3) Electron relaxation and phonon bottleneck in graphene quantum dots  

 We have developed method and codes to study slow phonon-induced relaxation in 

quantum dots [9]. The phonon bottleneck is crucial for next-generation photovoltaics; 

however the phenomenon has been difficult to realize experimentally, due to defects and 

ligands introducing strongly coupled states that expedite relaxation. Graphene quantum 

dots are an intriguing system to avoid these problems due to chemical synthesis methods 

that minimize defects. Large transition energies between excitonic and higher-energy 

states in low-screening materials such as graphene offer a possibility to create a 

bottleneck, but first-principles theoretical methods are too expensive to explore this 

possibility in large systems. We develop a state of-the-art reduced density matrix method 

with linear response theory to study carrier dynamics taking into account excitonic states 

and use this to study such a bottleneck in graphene quantum dots. By treating excitonic 

Fig.2 Computed electronic band gap at DFT-LDA as well as GW levels versus the 

experimental counterpart for all the compounds studied in this work except for Ge. A 

logarithmic scale is adopted for both axes. 
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states below the electronic band gap, we identify a distinct timescale attributed to 

relaxation to these bound states. Carbon chain ligands and edge geometry dramatically 

extend or reduce this timescale and suggest experimental routes to control the bottleneck. 

 

Future Plans are 1) Wrap up investigations and a paper on spin-orbit coupling in 2D 

crystals (e.g. WS2 and MoS2) as a function of gate voltage in graphene-2D-graphene 

junctions, interface processes as well as electron transport as function of gate voltage; 2) 

Wrap up investigations and a paper on graphene-azobenzene-graphene systems, field 

effects and transport; 3) Wrap up a paper on DFT+DMFT calculations of Mott insulators 

(NiO, MnO, FeO etc), and 4) Develop/Implement a combined ESM and non-equilibrium 

Green function method.   
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Project Scope 
 

The central objective of this program is the study of quantum effects in complex magnets with a 
particular focus on their dynamical and transport properties, and those induced or influenced by 

disorder. Examples of the focus topics include the dynamical properties of quantum ferromag-
nets on the geometrically-frustrated lattices, which have recently attracted attention due to their 
unusual transport properties, the order-by-disorder phenomena and enigmatic ordered phases in 

anisotropic antiferromagnets, the experimentally puzzling spectral anomalies in the transverse-
field Ising and ladder materials, the disorder-induced scattering in noncollinear magnets, and the 

effect of the phonon scattering in the thermal transport properties of one-dimensional spin sys-
tems. These research topics are closely connected and progress in one of them will influence the 
development of the others. The pursued effort can be expected to explain observed anomalies 

and yield predictions of new phenomena that will result in a deeper understanding of quantum 
materials, providing crucial theoretical insights into experiments. 

 
 

Recent progress 
 

Disorder-induced spin-pseudogap in 1D chains 

 
We have addressed the problem of strong disorder in the spectral properties of 1D spin-1/2 
chains [1], a cornerstone example of quantum criticality with scale-free antiferromagnetic corre-

lations. The theoretical component of this work is by the PI in collaboration with a broad exper-
imental team that has involved material-science and neutron-scattering groups from ETH, IFW 

Dresden, Brookhaven, ORNL, ISIS, and ILL. Both the NMR and the neutron-scattering experi-
ments on one of the best known spin-chain materials SrCuO2 showed a depletion of the low-
energy magnetic states in samples disordered by low-level doping, referred to as the “spin-

pseudogap”. This is opposite to the expectations from the strong-disorder Renormalization 
Group (RG) theory, which predicts divergent low-energy density of states and spin structure fac-

tor.   
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       The main message of our work is that the spin dynamics of S=1/2 antiferromagnetic chains 
can be fully explained by the effective frag-

mentation of the spin chains by the screened 
defects, regardless of the nature of the latter 

[in-chain our out-of-chain]. We have also ar-
gued that such a pseudogap is a generic spectral 
feature of S=1/2 antiferromagnetic chains with 

a low concentration of weak links or defects, a 
situation which is far from the strong-disorder 

RG fixed point. Finally, we have demonstrated 
that defects do not wipe out the universal scal-
ing properties of the correlation functions. The 

latter are only “masked” by a universal enve-
lope function described by our theory, and can 

be recovered. A model based on the idea of the 
effective fragmentation of the spin chains, has 
no adjustable parameters, yet it quantitatively 

accounts for the experimental data in the entire 
experimental temperature range and allows to 

represent the momentum-integrated dynamic structure factor in a universal scaling form, see Fig. 
1. 
     The extreme depletion of spectral weight at low energies [pseudogap] is shown to be due to 

the exponentially low probability of having very long uninterrupted chain segments in the diluted 
system. Perhaps the most convincing argument in favor of our interpretation, is that the same en-

velope function that follows from fragmentation theory can simultaneously reproduce the meas-
urements at all available temperatures. Our approach is argued to be generic and can be applied 
to describing the spin dynamics in chains with other types of defects, such as vacancies or bro-

ken bonds.  
   

Quantum ground-state selection in kagome-lattice antiferromagnets. 
 
The PI in collaboration with Mike Zhitomirsky have signifi-

cantly advanced theoretical understanding of quantum effects 
in kagome-lattice antiferromagnets and provided deep insight 

into the quantum order-by-disorder mechanism, which is im-
portant for the broad class of the frustrated spin systems [2,3]. 
      In the search for an unusual ground states and exotic spin 

dynamics, frustrated spin systems have been the focus of an 
intense theoretical and experimental investigations in recent 

years. In frustrated magnetic systems, such as kagome-lattice 
antiferromagnets, the energies of various spin configurations 
are massively degenerate. The competition between them often 

leads to a highly unusual low-temperature spin structures and 
dynamics. In our work, we have challenged general expecta-

tion that quantum fluctuations simply follow thermal ones in 
selecting the ground state and have presented a rare example 

Fig. 1:  E-dependence of the momentum-integrated dy-

namical structure factor with theoretical expectation for 

defect-free and for doped spin chains. 

 

Fig. 2:  S-Δ phase diagram of the 

anisotropic kagome-lattice model. 
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of the situation when quantum order-by-disorder defies this trend and yields the ground state that 
is different from the one favored by thermal fluctuations. We have also demonstrated that the 

order selection is generated by topologically nontrivial tunneling processes, making loops around 
elementary hexagons of the underlying lattice [2]. These non-trivial paths naturally generate a 

new energy scale in the system, suggesting a common origin of the unusual scale hierarchy in 
various ground-state and dynamical properties that are observed in many frustrated models. 
Based on these findings, we have proposed a tentative phase diagram of the XXZ model on the 

kagome lattice, see Fig. 2, and suggested further studies. More recently, we have provided fur-
ther extension of our order-by-disorder study onto related kagome-lattice models [3]. 

  
Thermal conductivity of 1D spin-chains.  
 

The PI in collaboration with Alex Rozhkov have recently provided a consistent microscopic the-
ory for thermal transport and scattering in 1D spin chains [4], which stands out from previous 

attempts at such a theory by having a weak spin-phonon coupling and conforming to the analogy 
of the phonon scattering to that on impurities. We have successfully fit the available experi-
mental data and discussed possible extensions of our theory. Our approach should be applicable 

to the thermal conductivity in spin-ladder materials and can be extended to the transport phe-
nomena in a variety of Luttinger liquids and ultracold atomic gases. Numerical verification of 

our results is also called for. 
      We have proposed that the heat conductivity 
by spin excitations can be quantitatively de-

scribed within the bosonization framework with 
the large-momentum scattering by optical pho-

nons or impurities. For weak impurities, scatter-
ing grows stronger at lower temperature, a fea-
ture intimately related to a critical character of 

the S=1/2 Heisenberg chains. Taking into ac-
count multi-spin-boson processes, it follows 

naturally from our microscopic calculations that 
scattering by phonons bears a close similarity to 
that by weak impurities, except that the phonons 

are thermally populated and thus control heat 
transport at high T. This is also in accord with a 

physical picture of phonons playing the role of 
impurities for the fast spin excitations. Within 
this picture, the corresponding mean-free path 

fits excellently the available experimental data, 
see Fig. 3. 

      As a crucial distinction of our study, we have emphasized an important physical constraint on 
the strength of spin-phonon coupling, which is weak in materials of interest. A simple piece of 
phenomenological evidence for this criterion is the absence of the spin-Peierls transition in real 

compounds down to very low temperatures. Our theory easily satisfies the proposed constraint, 
setting itself apart from previous approaches. 

 
 

Fig. 3:  Mean-free path of spin excitations in 

Sr2CuO3 and SrCuO2. Lines are theory fits . 
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Damped topological magnons in the kagome-lattice ferromagnets 

 

The PI together with Pavel Maksimov (graduate student) have very recently demonstrated [5] 
that the idea of non-interacting topologically nontrivial bands, familiar from fermionic systems, 

cannot be trivially transplanted to bosonic systems such as ferromagnets on the geometrically 
frustrated lattices. The key difference is in the particle-non-conserving terms that are generated 
by the same interactions that are necessary for the sought-after Berry curvature of the bands. 

These terms, combined with a ubiquitous degeneracy of the two-magnon continuum, produce a 
substantial broadening of magnon bands precisely in the ranges of k and ω that are essential for 

the topological properties to occur, thus potentially undermining the entire free-band considera-
tion. How the topologically-nontrivial properties of the bands can be defined in the presence of a 
substantial broadening remains an open question. 

    Specifically, the anharmonic coupling, facilitated by the Dzyaloshinsky-Moria interaction, and 
a highly-degenerate two-magnon continuum yield a strong, non-perturbative damping of the 

high-energy magnon modes in the kagome-lattice ferromagnet. We have provides a detailed ac-
count of the effect and proposed further experiments. 
 

Future plans 

 

For the next years, we plan to continue our studies of the dynamical properties and order in com-
plex magnets and of their transport properties. Specifically, next year: 
•  we will advance the theory of the dynamical response of the XXZ triangular-lattice antiferro-

magnets in a field, relevant to Ba3CoSb2O9 
•  we plan to provide a theoretical description of the unusual spectral properties of noncollinear 

antiferromagnets due to a direct magnon-phonon coupling  
•  we will provide a theoretical support to an experimental discovery of a long-sought field-
induced magnon decays in the layered 2D antiferromagnet 

•  we plan to continue our studies of the dynamical properties of frustrated spin systems, includ-
ing real kagome-lattice and pyrochlore materials 
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Project Scope 

 

The ongoing work on the DOE/BES grant and research planned for the nearest future include 

analytical and large scale numerical studies of the effect of randomness on classical and quantum 

systems with continuous-symmetry order parameter, as well as studies of S/F/S/ Josephson 

junctions. This abstract focuses on the first topic in application to flux lattices, Josephson 

junction arrays, spin systems, and charge density waves. Previously we have demonstrated (PRL 

2014) that the behavior of the n-component order parameter in d dimensions is governed by the 

presence and structure of topological defects. These findings have been confirmed numerically 

on lattices containing up to one billion sites. They have been extended to the investigation of 

glassy properties and memory effects in systems with quenched randomness, to models with 

dilute random fields in applications to systems with impurities, and to random-anisotropy 

systems. Mapping of quantum models of Josephson-junction arrays onto classical XY spin 

models have allowed us to perform comprehensive studies of persistent currents and effects of 

disorder in 1d Josephson junction rings and 2d Josephson junction arrays.  

 

 

Recent Progress 

 

To study the metastability effects in the random field model in three dimensions we have 

performed the most extensive to date numerical simulations on lattices containing up to one 

billion sites [1]. Glassy properties and memory effects have been elucidated. Thermal stability of 

the ordered state has been studied by Monte Carlo method. Evidence has been found of the 

qualitative difference of the ground state of the XY model and the ground state for the three-

component order parameter.  

 

Our study [2] of the effect of dilute random field on a continuous-symmetry order parameter 

relates to pinned vortex lattices, pinned charge-density waves, and ferromagnets with magnetic 

impurities, see Figs. 1a and 1b. We have argued and then proved numerically on lattices 

containing a few million sites that the critical current in superconductors should scale as square 

of the concentration cr of strong pinning centers. In a similar manner the area of the hysteresis 

loop in a ferromagnet containing magnetic impurities scales as square of the concentration of 

impurities. The correlation length of the charge density wave scales inversely with the 
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concentration of pinning centers. Our predictions can be directly tested in experiments on 

superconductors, ferromagnets, and charge density waves with impurities.   

     
  Fig. 1a: XY model with diluted random field     Fig. 1b: Correlation length vs impurity concentration 

 

We also investigated numerically and analytically the coercivity of amorphous and sintered 

magnets [3], see Figs. 2a and 2b. Coercivity of a 3d amorphous ferromagnet has been found to 

scale as the fourth power of the local magnetic anisotropy DR and the sixth power of the 

amorphous structure factor (the sixth power of the grain size for a nanosintered magnet). 

Numerical results agree with analysis based upon Flory-Imry-Ma argument. Our findings suggest 

a path towards manufacturing of extremely soft magnetic materials.  

 

      
                   Fig. 2a: Unscaled hysteresis curve                                 Fig. 2b: Scaled hysteresis curve      

 

        We have studied the persistent current in a ring consisting of N >>1 Josephson junctions 

threaded by the magnetic flux [4]. When the dynamics of the ring is dominated by the 

capacitances of the superconducting islands the system is equivalent to the XY spin system in 

1+1 dimensions at the effective temperature T* = (2JU)1/2, with J being the Josephson energy of 

the junction and U being the charging energy of the superconducting island. The numerical 

problem is challenging due to the absence of thermodynamic limit and slow dynamics of the 

Kosterlitz-Thouless transition. It has been investigated on lattices containing up to one million 

sites.  
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            Fig. 3a: Persistent current vs random phase          Fig. 3b: Persistent current vs quantum temperature 

 

Switching to two dimensions, we proposed a new system for the study of the persistent current:  

A Josephson junction array wrapped around a cylinder [5]. The T = 0 quantum statistical 

mechanics of the array is now equivalent to the statistical mechanics of a classical XY spin 

system in 2+1 dimensions. For weak disorder and T* << J the dependence of the persistent 

current on the strength of the phase disorder φR and on T* computed numerically agrees 

quantitatively with the analytical result derived within the spin-wave approximation, see Figs. 3a 

and 3b. The high-T* and/or strong-disorder behavior are dominated by instantons corresponding 

to the vortex loops in 2+1 dimensions. The current becomes destroyed completely at the 

quantum phase transition into the Cooper-pair insulating phase. 

 

 

Future Plans 

 

Spin models with quenched disorder describe behavior that, among other systems, is relevant to 

the pinning of flux lattices, properties of amorphous and sintered magnets, disordered Josephson 

junction arrays, and spin density waves with impurities. Despite significant effort, many 

fundamental questions in this area of condensed matter physics remain unanswered. To answer 

them we plan further large-scale simulations on record-size lattices that are required by large 

correlation lengths pertinent to systems with weak disorder. Such simulations, that were not 

possible in the past, have become available in recent years due to increased computational 

powers.  

 

Our recent numerical studies of the Kosterlitz-Thouless (KT) transition revealed some interesting 

features in the unbinding of vortex-antivortex pairs, see Figs. 4a and 4b. Contrary to the popular 

narrative we have not observed any dramatic behavior in the average distance between vortices 

or for the total vorticity at the KT transition, although the computed persistent current in the 

Josephson junction array does become zero at the KT temperature. Rather surprisingly, however, 

the average size of the vortex pair and the vorticity remain small at the KT transition and then 

increase gradually on raising temperature. Somewhat stronger temperature dependence has been 

observed in the average distance to the first, second, and third nearest antivortex. These are 

preliminary results that will be investigated on lattices containing 104×104 sites. The dynamics of 

the process will be studied as well within the stochastic Landau-Lifshitz-Langevin equation. 

Although it requires substantial computing resources we have prior experience with such 
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computations. Pinning of vortices by quenched disorder is expected to have a profound effect on 

the transition.  

 

               
        
               Fig. 4a: Vortex pairs in the XY model       Fig. 4b: Size of vortex pair and vorticity vs temperature 

  
 

Similar studies will be conducted for the Heisenberg model in two dimensions that possesses 

skyrmions and for the Heisenberg model in three dimensions that possesses hedgehogs. 

Previously we have computed the lifetime of a microscopic skyrmion against collapse due to the 

discreteness of the crystal lattice. Analytical theory agreed well with numerical results. The 

disorder has a tendency to stabilize skyrmions by providing an additional length that together 

with the lattice spacing breaks the scale invariance. We plan to study the conditions of pinning 

and stabilization of skyrmions analytically and numerically. Thermal properties of skyrmion and 

hedgehog glasses generated by quenched randomness will be investigated. 
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Spin Driven Phenomena in Highly Correlated Materials 

Principal Investigator: Professor Piers Coleman,  
Department of Physics and Astronomy, Rutgers University, Piscataway NJ 08854. 
coleman@physics.rutgers.edu 

 
Project Scope 

My current DOE sponsored research covers three research areas.  
 

1) Topological Kondo Insulators (TKI’s) particularly SmB6. 
2) Iron Based Superconductivity. 
3)  Emergent  Kosterlitz Thouless phases in frustrated 2D Heisenberg Antiferromagnets.  

 

Topological Kondo Insulators:  In 2009 the PI and collaborators predicted that the 
Kondo insulators such as SmB6 are candidate strongly interacting topological insulators, or 

Topological Kondo Insulators (TKI). Growing support for the topological character of this material 
has since come from the confirmation of robust conducting surfaces and from ARPES 
spectroscopy. Many other probes, such as de Haas van Alphen, optics and tunneling are starting to 
reveal unexpected aspects of SmB6 which make this a very active field of current research.  

During the past funding cycle, the PI and collaborators studied how magnetic interactions in a 
topological Kondo insulator give rise to properties that delineate it from weakly interacting 
topological band insulators.  

Figure 1 Kondo breakdown 
at the surface of a 
topological Kondo 
insulator (§3). (a) Opposite 
parities of the f and d 
orbitals generate a non-
local p-wave hybridization. 
Surface states (b) before 
and (c) after Kondo break- 
down. The Dirac node 
drops into the valence 
band, giving rise to light, 
fast surface states.  
 

In [3] we set out to understand why the surface states seen in ARPES measurements are much 
lighter than expected for heavy electrons. The key idea we developed is that a break-down of the 
Kondo effect occurs on the surface (“Kondo breakdown”), which acts to dope and lighten the 
surface states. Unlike one dimension, topological behavior survives surface Kondo breakdown in 

three dimensions, with interesting consequences (see Fig. 1). The removal of f-electrons from the 
surface Kondo singlets has the effect of “doping” the surface states, enlarging the Fermi surface 
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area of the topological Dirac surface states while also raising the Fermi velocity by a factor of 
about ten (see Fig 1(b) and 1(c)); both results agree with ARPES experiments. Additionally, the 
Dirac node is submerged into the valence band, so that the resulting surface states are more 
robust. From these results, we showed that the minimal model for the surface of a topological 
Kondo insulator is a chiral Kondo lattice, with local moments interacting with a Dirac sea of chiral, 

topological surface conduction states.  

 [5]  discusses the paradox posed by recent quantum oscillation experiments in SmB6, which 

interpret the observed de Haas van Alphen oscillations in terms of a 3D bulk Fermi surface, even 
though SmB6 is bulk insulator up to very high magnetic fields (Hc >100T). Moreover a deviation 

from Lifshitz-Kosevich formula at low temperatures suggests an unconventional character for the 

quasiparticles, possibly quantum criticality. In this first work we argued that topological surface 

states are sufficient to explain the data.  

Iron Based Superconductors:  One of the key questions in iron based superconductors 
concerns the mechanism by which the pairing avoids the strong Coulomb interaction on the iron 
sites.  In the  quasi-particle band structure of the iron-based superconductors the hopping 
between t2g orbitals at different sites mixes the orbital character in a momentum-dependent 

fashion, playing the role of an orbital Rashba field. This observation motivated us to propose [6] 
the idea of orbital triplet pairing, the orbital analogue of the fully gapped condensate in He-3B.  

 
Figure 2 (a) Orientations of the 
orbital Rashba field nk(black arrows) 
and orbital moment I (hollow arrow) 
in a two-orbital model of Fe-based 
superconductors after [8], where 
“up” and “down” represent xz and yz 
orbital content. The orbital Rashba 
field nk rotates twice passing around 

the Γ and Γ’ point, leading to a non-
trivial topology .  

(b) Conventional s± pairing, in which 
the sign of the gap is determined by 
the cos kx cos ky form factor.  

(c) orbital triplet s± pairing in which 
the sign of the gap is determined by 

the orbital helicity I = I⃗ . nk. 

 

[8] developed a theory for an orbitally entangled s± state (Fig. 2 c), containing a condensate of d-
wave pairs, concealed by their entanglement with the iron-orbitals. We showed how it is possible 
to entangle d-wave (L = 2) pairs with the internal angular momenta I of the iron-orbitals to form a 

low spin (J = L + I = 0) s± singlet superconductor. This state is symmetry-equivalent to the 

conventional s± state on the Fermi surface, but differs topologically in the entanglement of its 

69



orbitals away from the Fermi surface. Our model permits us to understand the transition to a 
nodal gap state, when the electron pockets are eliminated in KFe2As2 as a reconfiguration of the 

orbital and internal atomic angular momenta into a high spin (J = L + I = 4) configuration; the 
related transition into a fully gapped state under pressure can also be interpreted as a high-to-low 
spin phase transition of the Cooper pairs. We proposed that polarized laser ARPES measurements 
can be used to detect a change in orbital entanglement that would accompany formation of this 
condensate. 

BKT order in a frustrated Heisenberg Model: This research examines the role of 
frustration effect in producing new forms of magnetic order: an example is the fluctuation-induced 
Z2 order in the J1−J2 Heisenberg model, thought to be responsible for the nematic phase observed 

in the iron-pnictides. In [9-11], we sought new generalizations of this mechanism.  

Conventional 2D Heisenberg magnets do not develop algebraic order at finite temperatures, 
because the interaction of the Goldstone modes drives the spin-wave stiffness to zero. However, in 
his pioneering work on this topic, Alexander Polyakov speculated that algebraic long-range order 
might occur were the system to develop a “vacuum degeneracy”. [9-11] analyzed a frustrated 
classical 2D Heisenberg model in which order-from disorder provides a mechanism to realize 
Polyakyov’s hypothesis through development of an emergent XY order parameter.  A new aspect 
of this work was the use of Friedan’s Gravitational “Ricci flow” approach to solve the rather 
complex scaling equations and to show that the emergent U(1) degree of freedom decouples at 
long distances.  In our theory (see Fig. 3) the emergent U(1) order parameter is subject to a Z6 
order- by-disorder potential at short distances. At intermediate temperatures this potential is 

irrelevant and scales to zero, leading to emergent power-law correlations. Remarkably, the 
stiffness of the emergent U(1) order parameter remains finite despite the short-range correlations 
of the underlying Heisenberg spins. In this XY manifold the binding of logarithmically interacting 
defect vortices leads to multi-step ordering via two consecutive transitions in the Berezinskii-
Kosterlitz-Thouless (BKT) universality class. In [11] we carried out an extensive set of Monte-
Carlo simulations which directly detected the development of an emergent XY order parameter 
and definitively confirmed the associated Berezinski-Kosterlitz Thouless phase transitions.  

Figure 3. “Ricci Flow”. (a) The 

manifold of states in the two layer 

windmill model is SU(2) x U (1). At 

long distances, this undergoes a 

dimensional reduction to a U (1) 

order parameter representing the 

relative phase between the upper 

and lower layer order parameters 

(b) Temperature Phase diagram 

for the windmill Heisenberg 

model, showing power-law phase.  
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Ongoing and Future work. 
 

Topological Kondo Insulators: More recent data dHva suggests that the observed quantum 

oscillations may be truly bulk in character. We are currently exploring more radical ideas, based 

on the idea that in strongly correlated TKI’s, there may be gapless Fermi surfaces of Majorana 

Fermions.  We are also exploring the idea of non-symorphic Kondo insulators, and believe that 

Ce3Bi4Pt3 and CeNiSn may lie in this class [12]. 

Iron Based Superconductivity: The original work on orbital triplet pairing was restricted to a 

simple 2 orbital model. We are currently expanding this work to a more realistic 3 orbital model 

and also examining the effects of spin orbit coupling.   

Frustrated Magnetism: Developments in molecular beam epitaxy (MBE) make it possible to 

synthesize new kinds of magnetic structures, in which the geometric frustration of conventional 

magnetic order can give rise to new kinds of emergent order.  Working in collaboration with 

materials experts, we will analyze the physics of frustrated, bilayer Heisenberg magnets, seeking 

to understand the new kinds of emergent magnetic order than result from magnetic frustration. 
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First Principles Predictions of Phase Stability in Complex Oxides 

Valentino R. Cooper, Oak Ridge National Laboratory 

Keywords: Oxides, Piezoelectrics, Interfaces, Ferromagnetism, Antiperovskites 

 

Project Scope 

The goal of this project is to use first principles methods to predict materials with 

enhanced properties that can be synthesized and remain active under device relevant conditions. 

This project aims to develop and implement robust, high-throughput computational approaches 

for exploring phase stability. The ultimate goal is to facilitate the prediction-to-synthesis process 

through a synergistic effort involving (i) electronic structure calculations for properties 

predictions, (ii) phenomenological/empirical models and Monte Carlo simulations for examining 

phase stability and (iii) experimental validation. The abundance of possible cation chemical 

identities and arrangements makes complex oxides (such as perovskites) an ideal playground for 

first principles studies. This variability gives rise to an array of physical, chemical, electrical and 

magnetic properties as well as possible competing structures. This effort emphasizes the study of 

complex oxides; primarily ferroelectric/piezoelectric oxides, multiferroics and oxide interfaces 

and surfaces.  

 

Recent Progress 

Towards high-response, Pb-free piezoelectrics - Experimental Validation: [V. R. 

Cooper et al. J. Adv. Dielect. 6, 1650011 (2016)] A key challenge to predicting material 

synthesizability is the assessment of stability relative to competing phases/end member 

compounds in the case of a solid solution. Previously, using density functional theory 

calculations combined with a simple entropy of mixing model, we predicted that a solid solution 

of 50% Bi(Zn1/2Ti1/2)O3 (BZT)–50% La(Zn1/2Ti1/2)O3 (LZT) could be stabilized, despite 

experimental evidence of immiscibility in solid solutions containing large relative fractions of 

either end member compounds (see Figure 1a).  Recently, through collaboration with ORNL 

synthesis efforts, we were able to demonstrate that this solid solution could indeed be formed. 

Figure 1 depicts the X-ray crystal diffraction, XRD, spectra for an initial synthesis attempt of 

50/50 BZT–LZT. The diffraction pattern shows peaks consistent with a cubic or pseudo-cubic 

perovskite structure, but not consistent with other non-bismuth containing perovskite phases. 

Although some impurities, most likely excess Bi oxides, are present, these initial synthesis 

Figure 1 (left) Temperature (in units of kBT [meV]) at which ∆G=0 (Gibbs free energy including the simple entropy of 
mixing model) for the BZT-PT and BZT-LZT solid solutions. The dotted line indicates kBT at room temperature, below 
which it is assumed that a solid solution will form. (right) XRD spectra for the 50% BZT/50% LZT solid solution. 
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efforts signal promise for growing solid solutions of this phase. Furthermore, our predictions for 

the regions of stability in the BZT–PbTiO3 (PT) phase diagram are in excellent agreement with 

regards to the phases of BZT-PT that have been grown to date.  This approach has most recently 

been applied to the prediction of the presence of a morphotropic phase boundary in a Pb-free 

piezoelectric:  BZT-LZT-SrTiO3 (BZT-LZT-ST), an analog to our previous effort on the BZT-

LZT-PT compound [Voas et al. to be submitted].  

Towards high-response, Pb-free piezoelectrics – Temperature-dependent phase 

transitions: [Yuk et al. to be submitted] Some of the most common tactics to efficiently study 

ferroelectric phase transitions include: 1) performing Monte Carlo (MC) simulations on first-

principles derived effective Hamiltonians, or 2) using atomistic potentials, such as the shell-

model or bond-valence approaches, to predict phase transition temperatures via molecular 

dynamics simulations (MD). Uncertainties in DFT 

exchange-correlation functionals, however could have 

fundamental consequences for these predictions.  

In preparation for finite temperature studies, we 

have studied how the choice of exchange-correlation 

functionals (LDA, PBE, PBEsol and vdW-DF-C09) 

affects the prediction of the structural and ferroelectric 

properties of prototypical ferroelectric perovskites: 

PbTiO3 (PTO), BaTiO3 (BTO), and KNbO3 (KNO). As 

expected, we find that LDA underestimates both lattice 

parameters and spontaneous polarizations, while PBE 

overestimates them. Overall, vdW-DF with C09 

exchange (vdW-DF-C09) and PBEsol give the best 

agreement with the experimental values. Figure 2 

depicts the DFT spontaneous polarizations relative to experiment (PDFT/PExpt) as a function of the 

DFT bulk modulus relative to experiment (BDFT/BExpt). These values are particularly important 

when predicting the electromechanical coupling (piezoelectric response in these materials). Here, 

again we see the importance of choice of exchange correlation functional for getting a balanced 

description of these quantities. The overall strong performance of a functional which contains 

dispersion interactions (vdW-DF-C09) has significant consequences for surface studies that may 

explore the use of such ferroelectrics as dynamically activated materials for processes such as 

surface catalysis. Furthermore, it demonstrates the potential for using vdW-DF-C09 as a general-

purpose functional for studying a wide range of materials and physical/chemical properties. 

Current efforts now seek to employ these different functionals with MC methods in order to 

examine how discrepancies in the predictions of macroscopic properties affect predicted phase 

transition temperatures. In the process, we seek to build a feasible MC code that interfaces 

directly with current DFT codes to evaluate the energy of a configuration. This will enable the 

prediction of finite-temperature responses/behavior of complex, multiphase/multicomponent 

materials which are often inhibited by the ability to parameterize effective Hamiltonians or 

empirical potentials. 

Figure 2 Comparison of bulk modulus (BDFT) 

and spontaneous polarizations (PDFT) of PTO, 

BTO, and KNO in the different crystal phases 

relative to the experimental values. 
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Huge, strain-mediated, improper spin-driven 

polarization: [KC et al. to be submitted] The coupling 

between magnetic and ferroelectric order observed in 

multiferroics has both fundamental and technological 

interests for applications such as information storage, 

spintronics, and sensors applications. Since, the discovery 

of the giant magnetoelectric effect (ME) in TbMnO3, spin-

driven ferroelectric (FE) polarization (SDP) has emerged 

as an important research field for multiferroic systems. 

Here, ferroelectric distortions arise from the breaking of 

space inversion symmetry through magnetic ordering in the 

crystal. Recently, BiFeO3 (BFO; which has a 

rhombohedral, R3c, ground state at room temperature) was 

reported to possess a giant SDP (-3.0 µC/cm2); higher than 

any other reported materials. In order to better understand 

the SDP in BFO and to develop ways to enhance this 

effect, we examined the SDP in other Bi-based perovskites 

such as BiCrO3 and BiCoO3. We found that in their respective ground states BiCrO3 (C2/c) and 

BiCoO3 (P4mm) only exhibit modest SDPs of -0.08 and -2 µC/cm2, respectively. However, in 

the BFO R3c space group, both materials see an enhancement in the SDP to -1 and -10 µC/cm2 

for BiCrO3 and BiCoO3, respectively. The SPD in BiCoO3 is the largest predicted SDP to date. 

Interestingly, we find that transformation to the R3m structure only shows a modest decrease in 

the SDP in BFO and BiCrO3. However, BiCoO3 exhibits a large decrease in the SDP to -4 

µC/cm2. This large change in SDP in BiCoO3 suggests that the order parameter for the SDP in 

the R3c phase is not simply the polar ferroelectric modes as can be induced for the R3m phase 

(see Figure 3). Instead, we find large couplings to the antiferrodistortive rotational modes as 

often seen in hybrid improper ferroelectrics. As such, we can conclude that the SDP in the 

BiCoO3 R3c phase are in part driven by these improper order parameters. Studies of the strain-

dependence of the BiCoO3 R3c phase versus the ground state P4mm phase indicates that it 

should be possible to stabilize the R3c phase through epitaxial growth at roughly 3% tensile 

strain. These results demonstrate that the use of couplings of magnetic degrees of freedom with 

antiferrodistortive modes (i.e. octahedral rotations) and strain may be a unique route towards the 

enhancement of SDP in multiferroic perovskite oxides. 

Defects in hybrid, antiperovskites: [KC et al. in preparation] Inorganic lithium-ion-

conducting solid electrolytes are attractive for their higher energy densities, and reduced safety 

issues relative to conventional organic based liquid electrolytes. However, challenges exist in 

achieving high ionic conductivity and maintaining electrochemical stability. Of particular 

concern are the presence and identity of defects in these materials as they have consequences for 

both material stability and Li-ion mobility.  

In this project, we are exploring the stability of vacancies and anti-site defects in a model 

antiperovskite Li3OBr in order to gain an understanding of the relevant defect populations in this 

material. To this end we are working on developing a thermodynamic model to give ab initio 

 Figure 3 Polarization versus spin driven 

polarization for BiCrO3 (Cr), BFO (Fe) and 

BiCoO3 (Co) in both the R3c (green squares) 

and R3m (red circles) phases. The R3m phase 

exhibits an almost linear dependence of SDP 

on the polarization, whereas the R3c phase has 

a strong deviation from linearity for BiCoO3; 

arising from enhanced couplings to anti-

ferrodistortive modes. 
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predictions of the reference temperature-dependent chemical potentials in order to obtain 

accurate predictions of the formation energies of each of these species. This will allow us to 

predict relative temperature-dependent defect populations without any experimental input as 

standard for these types of studies. We anticipate that this approach will help provide us with 

more direct comparisons with experimental data on solid electrolytes. Further work will use this 

information as a starting point for identifying the experimental signatures in these materials as 

we previously did by modeling Raman frequencies for the Li2MnO3 system [Ruther et al. J. 

Phys. Chem. C 119, 18022 (2015)]. Additional work will explore ion mobility within these 

materials in an attempt to understand how this material could be used in the context of a Li-ion 

battery. 

Future Plans 

In the upcoming year, we plan to continue our efforts towards understanding the 

prediction-to-synthesis cycle. Focus will remain on (i) the discovery of high performance 

piezoelectrics, (ii) exploring the physics at oxide interfaces and (iii) tailoring the properties of 

oxide composite materials. The focus of the upcoming year will be on the development and 

application of methods for examining phase stability. We have already implemented a Wang-

Landau (WL) Monte Carlo + Quantum Espresso (QE) code to examine phase transitions in bulk 

ferroelectrics. In this regard, parallel WL algorithms in coordination with the GPU accelerated 

version of QE will be exploited through our recently awarded INCITE proposal in order to 

examine the feasibility of this effort. Simultaneously, we are working on the incorporation of 

machine learning techniques in order to reduce the number of DFT calls in an effort to accelerate 

the process. (Currently a project by a summer ASTRO intern at ORNL). After initial studies 

using this approach to study the effects of exchange-correlation functionals on single component 

bulk oxides, we will extend these studies to other Pb-free ferroelectrics and multicomponent 

multiferroics in order to study temperature-dependent phase transitions. Two candidate systems 

will include (K,Na)NbO3 system that we previously studied using the special quasirandom 

structure (SQS) approach and the promising high piezoresponse Bi(Zn,Ti)O3-La(Zn,Ti)O3-

SrTiO3 compound. A large part of the upcoming effort will also be centered on the development 

of the framework for the exploration of the compositional space using density functional theory. 

We will continue our collaboration with J. Krogel in the development of the NEXUS high 

throughput simulation package which is currently interfaced with VASP and Quantum Espresso. 

We will further investigate how this workflow could be used to assist in the acceleration of the 

WL-QE approach discussed earlier.  
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Theoretical study of complex collective phenomena 
 
Principal investigator: Prof. Elbio Dagotto [1,2] edagotto@utk.edu 
Co-PIs: Dr. Randy Fishman [2] fishmanrs@ornl.gov ; Prof. Adriana Moreo [1] 
amoreo@utk.edu ; Dr. Satoshi Okamoto [2] okapon@ornl.gov 
 
[1] Department of Physics, University of Tennessee, Knoxville, TN 
[2] Materials Science and Technology Division, Oak Ridge National Lab, Oak Ridge, TN 

 
 

Project Scope 
  
The overarching goal of this project is to achieve a quantitative understanding of the rich 
phase diagrams exhibited by materials with complex collective electronic behavior, and to 
predict functionalities with potential technological value. Materials such as high critical 
temperature superconductors, frustrated spin systems, and oxide heterostructures display 
correlated behavior where the motion of one particle is severely affected by the rest and the 
ensemble behaves as a unique quantum collective state. Often these states emerge from the 
subtle interplay among many simultaneously active degrees of freedom.   Because they have 
similar energies, these states often compete, and small external fields can drastically alter 
the material’s properties by inducing transitions from one collective state to another.  
 
The theoretical study of correlated electronic systems is fundamentally different from the 
study of simpler materials, such as semiconductors. Typically, model Hamiltonians are used 
to address the patterns of spin, orbital, and charge that emerge in the ground state due to 
frustration and phase competition. Because the accurate study of Hamiltonians is 
challenging, we use several many-body tools including Monte Carlo and optimization 
computational methods, analytical calculations via perturbative expansions in several 
parameters, and both static and dynamical mean field approximations. 
 

Recent Progress 
 
Spin fermion model for iron-based superconductors. Several experiments for the new 
family of superconductors based on iron indicate the coexistence of itinerant and mobile 
electronic degrees of freedom. Our group and others are using spin fermion models for this 
description, relying on itinerant fermions for the dominant orbitals at the Fermi level and 
localized spins for the rest. This approach mathematically resembles the double exchange 
model for manganites, from where computational techniques can be borrowed. As a 
continuation of previous efforts, recently two main results were obtained: (1) Incorporating 
quenched disorder [1.1], we found a robust window of nematicity between the nematic and 
Néel critical temperatures as shown in Fig. 1 upper left. The intermediate region contains 
patches that favor (,0) magnetic order locally but the disorder renders the ensemble 
incoherent over a broad temperature range (Fig. 1 upper right); 
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 (2) Monoclinic distortions as in FeTe (Fig. 1 lower left) were included in recent efforts using 
the spin fermion model [1.2]. Incorporating the associated spin-lattice coupling, we found 
that the E-phase (Fig. 1 lower left) is stabilized as in experiments. Several other aspects of 
the phenomenology of FeTe are 
reproduced by this procedure 
including the puzzling reversed 
resistivity between the FM and AFM 
directions (Fig. 1 lower right) 
 
Figure 1. Upper left: lattice (red) and 
magnetic (black) susceptibilities, 
reproduced from [1.1]. Results are at 5% 
doping and provide a robust difference of 
20K between the critical temperatures. 
Upper right: example of a configuration in 
the nematic range. Green (orange) are (,0) 
((0,)) clusters. The (,0) order is not long 
ranged at this temperature. Lower left: C- 
and E-type magnetism, with associated 
orthorhombic and monoclinic distortions. 
Lower right: resistance vs temperature in 
the E-phase showing the “reversed” effect 
as in 122 compounds [1.2]. 

 
Study of multiorbital Hubbard models using Monte Carlo mean field techniques. Most 
materials of interest require a multiorbital theoretical formalism. Recently, we have 
developed a many-body tool that combines the mean-field approximation with the Monte 
Carlo computational technique, dubbed MC-MF. The method was successfully tested in the 
one orbital case (Fig. 2 left). We recently applied the technique for two orbitals unveiling a 
new transport regime [2], metallic 
in one direction and insulating in 
the other (Fig. 2 right).   
 
Figure 2. Left:  MC-MF phase diagram for 
the half-filled one orbital Hubbard model. 
Red (white) points are MC-MF (quantum 
MC) [2]. Right: results for two orbitals 
recently published. The novel phase OSDC 
(orbital selective directional conductor) is 
metallic along one direction and 
insulating along the other [2]. 
 

Magnetic properties of ABX3 monolayers. A special area of focus of our group is the study 
of interfaces and thin films of complex materials. In particular, the magnetic ground state of 
semiconducting transition metal trichalcogenide monolayers ABX3 was analyzed, such as 
CrSiTe3 and CrGeTe3. Their properties were studied by density functional theory and 
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Heisenberg models. A variety of ground states were identified, from ferro to 
antiferromagnetism. Strain was proposed to be the knob to tune the magnetic properties. 
 
Figure 3. Ground-state magnetic phase diagram for our spin 
model vs J1/J3 and J2/J3 (standard notation) from [3]. Since our 
calculation finds J3 to be always AF, only J3 > 0 is considered. 
Spins are treated classically. All compounds studied are at the 
parameters shown. Open symbols are positions under tensile 
strains; arrows indicate the change from the unstrained cases. 
 

Modelling of neutron scattering data. One of our 
main goals is to collaborate with neutron scattering 
experimentalists working at the users facilities of 
ORNL. As a representative of this work, consider the 
recent neutron scattering experiments which reveal 
a large spin gap in the magnetic excitation spectrum of weakly-monoclinic double 
perovskite Sr2ScOsO6, with a 5d3 Os ion. This system was successfully modeled via linear 
spin-wave theory, including nearest neighbor interactions in a Heisenberg Hamiltonian 
with exchange anisotropy. The presence of this spin-orbit-induced anisotropy is essential 
for the explanation of the properties of the Os-based compound [4].  
 
Figure 4: (a) Simulated spectra, modeled using 
linear spin wave theory. (b) The equivalent 
experimental data collected at T = 6 K. The 
intensity at high Q in the data is due to phonon 
scattering, which is not included in the model. 
The shaded region in the calculations indicates 
the region of (Q,E) space which is inaccessible 
in the experiment. (c) Constant-energy cuts 
through the calculation and data. A global scale 
factor has been used for the calculation, and a 
flat background applied for each cut. 
Reproduced from [4]. 
 
 

Future Plans 
 
Spin fermion and MC-MF approaches. The three orbital Hubbard model will be studied 
with MC-MF in search of the orbital selective Mott phase, where one orbital has exactly 
one electron, and its finite temperature properties. The spin fermion model for FeTe will 
be studied in the presence of disorder and also exploring new types of nematic order 
involving spin order along diagonals. The interaction orbital-lattice will also be added. 
 
Multiferroic and frustrated spin systems: Work on doped Mn1-xCoxWO4 will be carried 
out using the spin wave expansion. Experiments have revealed a rich phase diagram with 
three different non-collinear multiferroic phases. Long-range exchange interactions are 
expected to be of relevance. Also work on BiFeO3 will be performed addressing directional 
dichroism, from where the magnetoelectric couplings can be extracted. 
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New states at oxide interfaces. We will develop the continuous-time quantum Monte Carlo 
impurity solver for DMFT, combined with DFT in collaboration with ORNL experts, to 
address the effects of strain and reduced dimensionality on the properties of nickelates and 
manganites. We will also study correlation effects in (111) bilayers made of 4d oxides. 
Preliminary results suggest that a topological insulator can be stabilized in LaPdO3. 
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Moments study of anharmonicity of vibrational modes in solids 

Murray Daw, Dept of Physics & Astronomy, Clemson University 

Keywords: vibrational modes, anharmonicity, Raman spectra, graphene, clathrates 

Project Scope 

 We are implementing a practical moments formalism for evaluating the anharmonicity of 
vibrational modes in complex materials based on first-principles electronic structure calculations. 

The first stage of the project is complete, involving analytic studies of simple anharmonic 
systems. The second stage --- in progress --- involves implementation of the moments method 

for semi-empirical potentials and application to some interesting examples. The third stage --- 
begun this summer --- implements the method with a first-principles electronic structure code 
and also tackles some problems. 

 Since the last TCMPI meeting, we have implemented the moments method for semi-
empirical potentials. This was accomplished by writing a wrapper to LAMMPS, not taking 

advantage of any particular knowledge of individual potentials, so that the calculations can be 
done with any potential available for LAMMPS. We are currently in the process of applying this 
wrapper (Jazz) to some applications that will be discussed below. We are also experimenting 

with a similar driver for Quantum Espresso, which will allow us to perform similar calculations 
based on that first-principles electronic structure code. 

 The moments method is an approximation based on low-order moments of the 
Liouvillian operator, which is the time-evolution operator for a classical dynamical system. 
Beginning with the harmonic force constant matrix, the normal modes are found, indexed here 

by an index  (often a wave-vector and branch). The two lowest moments of the power spectrum 
of the displacement-displacement autocorrelation 
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give a simple measure of the temperature-dependent dynamics of the system [Ref. 1]. The angle 
brackets indicate ensemble averages, which are accomplished by standard Metropolis Monte 

Carlo. The amplitude 𝐴𝛼 of each mode is determined by projection onto the harmonic normal 

modes. The energy differences for the Metropolis algorithm, as well as the accelerations in each 
mode, are obtained from some available source of energies and forces. In some of the work we 
have done, these are provided by semi-empirical potentials (through LAMMPS). In current and 

future work, by an off-the-shelf first-principles code such as Quantum Espresso. From the 
moments, we obtain the temperature-dependent frequency and lifetime of each mode by [Pub. 1] 
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The wrapper for LAMMPS is in Python to take advantage of the recently implemented 

Python interface for LAMMPS. We have carried out two major calculations using this wrapper 

and discuss those here --- flexural modes in graphene, and anomalously short-lived modes in 
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clathrates. We have also begun a study of the anharmonicity of the radial breathing mode (RBM) 
in carbon nanotubes, that is already showing some interesting results. These calculations can take 

advantage of multiple processors to improve the Monte Carlo sampling. (LAMMPS itself is run 
in serial mode.) 

 
The driver for Quantum Espresso is currently under development. It is being 

implemented as an integrated driver, much as other extensions of the code have been done. We 

are testing that code on the same clathrates that were done with the LAMMPS wrapper. 
 

 
Recent Progress: Anharmonicity of flexural modes in graphene  

Graphene, like any membrane, is expected to have long-wavelength, out-of-plane (so-

called “flexural”) modes. If the membrane is stress-free, the dispersion of those modes should be 
quadratic in wavenumber (that is, 𝜔 ∝  𝑘2) when the harmonic approximation holds.  

Anharmonicity may modify the dispersion relation. The effect of anharmonicity on the 

dispersion relation of the long-wavelength flexural modes was considered in the continuum limit 
by E. Mariani and F. von Oppen [Ref. 2] (“MvO” below). Renormalized by the coupling to in-
plane modes, the frequency 𝜔 of a flexural mode with wave-vector 𝑘 at temperature 𝑇 is given 

by  

𝜔 = 𝛼(𝑇,𝑘) 𝑘2                                                 𝛼(𝑇,𝑘) =  𝛼0[ 1 + 
𝑘𝑐

2

𝑘2
]1/4 

 

where the wave-vector scale 𝑘𝑐 ∝ 𝑇1/2. At low temperatures, this approaches the quadratic 

relation expected, while at higher temperatures the dispersion should go like 𝑘3/2. With the 

moments method, using two different Tersoff potentials for graphene (one optimized for 
graphene), we have calculated the temperature-dependent frequency of the flexural modes. We 
find detailed agreement with the non-linear continuum theory up to about 200K and wave-vector 

of 0.4 Å-1 and outside of that range there is some deviation that is probably attributable to the 
breakdown of the perturbation upon which the continuum theory is based. 

 
 

 

 

 

 

Figure 1: The dispersion of the flexural 

modes, calculated using the moments 

method at two temperatures (T=0K and 

1200K). The points are the results of our 

calculations, and the lines are simple power-

law fits.  

Figure 2: Plot of (𝜔4 − 𝜔0
4)/𝑘6vs. 𝑘2at low temperatures. 

This is a replotting of the calculations from Figure 1 

(including more temperatures) to emphasize the dependence 

on temperature and wave-vector. Points are the results of our 

calculations, and the horizontal lines are simple fits. 
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Figure 3: A scatterplot of the quality factor 

against frequency for the normal modes in a 

368 Ge atoms in Clathrate-I structure at 

T=300K. The two anomalously short-lived 

standouts are high symmetry 𝐴1𝑔  modes. 

These results are limited by the quality of 

the semi-empirical potentials, as discussed 

in the text. 

In Fig. 1, the dispersion of the flexural modes at different temperatures is shown as 

points, as calculated by our method on a periodic cell of 1152 atoms. Clearly the effect is present 

but subtle. Using a simple power law fit (the lines in the figure) the lower temperature is best fit 

by a quadratic, as expected, and the higher temperature by 𝑘1.8, which is approaching the 

continuum result. 

 To make the analysis more precise, we note that a little rearrangement of the dispersion 

obtained by MvO gives 
𝜔4−𝜔0

4

𝑘6 =  𝛼0𝛽𝑇, where 𝜔0 is the low-temperature frequency (dependent 

on 𝑘, of course). This simple relation is plotted in Fig. 2, where we see that the relation predicted 

by MvO holds for T up to about 200K and 𝑘 up to 0.4 Å-1. The continuum calculation is based 

on a perturbation in T and 𝑘, so it expected to have some limitations on validity, but MvO did 

not discuss any attempt to determine that range, so this makes the first determination published. 

 The importance of these results [Pub. 4] is many-fold. First, this is a subtle test of the 

validity of the moments approach. The shift in frequency because of the inter-modal coupling is 

small but can be picked up by the technique. The non-linear continuum calculation is quite 

general in its way, but does not include a robust potential. Our atomistic, moments calculation is 

very different in approach, in that it depends so much on the semi-empirical potential. It is 

gratifying to see the agreement where expected. Second, it is helpful to be able to place limits on 

the approximations assumed by the non-linear continuum theory. The lifetimes of these modes 

has also been analyzed and is discussed further in the publication [Pub. 4]. 

Recent Progress: Short-lived modes in clathrates  

 We have found in two different Si- and Ge-based clathrates (Clathrate-I and Clathrate-II) 
some modes that are anomalously short-lived. These calculations of lifetime were done using the 

moments method with Tersoff potentials for Si and Ge (there are several for Si). These results 
are shown in Fig. 3, where the quality factor 𝑄 = 𝜔𝜏 is presented in a scatterplot vs. the low-

temperature frequency.  
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 Clearly there are some modes that stick out as being very short-lived. These modes are 

high-symmetry modes (𝐴1𝑔 , which are at the zone center in the Brillouin Zone and transform 

like the identity representation under point group operations). Because these modes are high 

symmetry, they couple through third- and fourth-order couplings to many modes in the lattice, 

and so it is not surprising that these would show stronger anharmonicity than other modes. These 

modes are Raman-active, and so should be looked for in Raman spectra. Temperature-dependent 

characteristics of these anomalously short-lived modes would be: (1) short lifetime, meaning a 

broad feature, maybe so broad as to be confused with background, (2) large shift in frequency. 

The latter characteristic might make it challenging to identify these modes in experimental 

spectra. First-principles calculations have been very successful in direct comparison to Raman 

spectra in many solids; however, these calculations are almost always based on harmonic theory, 

which do not take into account the possible temperature-dependent shift in frequency. A scan of 

the literature of experiments available on these materials shows that there are many occasions 

where the harmonic first-principles calculation agrees for the large majority of observable 

modes, but that certain modes --- in particular, 𝐴1𝑔  modes --- are sometimes missing where the 

harmonic theory predicts or are observed where no mode is predicted to occur. These 

misidentifications have so far not seemed to have drawn much attention. Based on our work with 

semi-empirical potentials, as well as the argument, based on symmetry, that these modes couple 

ubiquitously, we raise the question whether these misidentifications can be cleared up by 

recognizing that these modes will display much stronger anharmonicity than most modes. 

However, our results so far have been based on semi-empirical potentials, and the details of these 

calculations appear to depend sensitively on the parameterizations of the potentials, so we do not 

have confidence in the individual results. For these reasons, we are using these materials as the 

target problem for the development of our Quantum Espresso driver. 

Future Plans 

 Complete development of the driver for Quantum Espresso (a first-principles 

electronic structure code). 

 Investigate the Si- and Ge-based clathrates with this driver. 

 Use semi-empirical potentials to investigate the anharmonicity of radial breathing 

modes of carbon nanotubes, which have been observed in some circumstances to 

display some degree of anharmonicity. 
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Project Scope: 

 

Strongly correlated electronic materials, also referred-to as “quantum materials”, are systems where 
several phases compete producing extremely complex many-body states. Although a single phase may 
dominate the ground state, competing instabilities are often hidden at higher energies, which can be 
accessible with intense ultrafast pulses of light. A pulse of electromagnetic radiation will reshape the energy 
distribution of the many-body spectrum, reordering the relevance of the states, and in the case of a time-
dependent electric field, switching rapidly from one to another. Experimentalists can probe the system’s 
dynamics by shaking it with a pulse of light, allowing them to access states present in the energy spectrum 
which are not accessible via finite-temperature experiments. These types of non thermal states often contain 
coexisting orders that are not usually present in the standard ground or thermal states, making a remarkable 
difference in the way the system evolves after photoexcitation.  

In addition, manipulating properties of materials via light has opened a realistic and reliable route to the 
possibility of studying selected emergent states in complex systems such as super- conductors, organic 
charge-transfer solids, Mott and charge density wave insulators, and others. Using resonant and intense 
non-resonant ultrafast pulses of electromagnetic radiation, remarkable experimental outcomes have been 
observed. Excellent examples include: photo-induced phase transitions, real-space scanning of molecular 
orbitals, control over dissociation of molecules, study of ionic and electronic motion, melting of ordered 
states like in superconductors, as well as the analysis of magnetic and charge order. 

The present project aims at studying models and time-dependent processes to understand light-matter 
interaction in strongly correlated materials, and the interplay between electronic, orbital, vibrational, and 
spin degrees of freedom. The time-scales involved in the creation and recombination of excitons, or the 
relaxation of the system after a perturbation, will be dictated by the the way light couples to the different 
excitations, and how these excitations exchange energy and momentum. Our research will advance our 
understanding of these processes (related to photochemistry, opto-electronics, and light-harvesting 
applications), and the interpretation of different equilibrium and time-resolved spectroscopies. 

The method of choice to study time-dependent phenomena is the time-dependent density matrix 
renormalization group (tDMRG), which was co-developed by the PI, and has had a remarkable success 
expanding our knowledge of correlation effects to the time-domain. 

 

Recent progress: 

Anomalous pump-driven spectral transfer in 1D spin-full Mott Insulators: 

In strongly correlated systems the rigid-band picture --used to understand the phenomenology of 
semiconductors-- fails dramatically: excitations depend drastically on the electronic density, and the 
spectrum changes dynamically as the system is excited out of equilibrium. In this work, we study the 
response of a Mott insulating Hubbard chain to pulse of radiation, and its spectral properties as it is driven 
out of equilibrium.  
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One dimensional Hubbard chains fall into the class of models called “integrable”, and possess an 
extensive number of local integrals of motion that constrain the dynamics of the excitations. For that reason, 
it is known that after a pump or a quench, the system relaxes to a state that is non-thermal. Another property 
of this model is that its low energy physics is described by Luttinger liquid theory: In a Luttinger liquid the 
elementary excitations are collective density fluctuations that carry only either spin (“spinons”) or charge 
(“holons”). These excitations have different dispersions, and do not carry the same quantum numbers as 

the original “bare” fermions. This leads to the spin-charge 
separation picture, in which a fermion injected into the system 
separates (“fractionates”) into an holon and a spinon, each of 
them carrying a share of the fermion’s quantum numbers. The 
phenomenon of spin-charge separation, and fractionation of 
particles more generally, is an important and intriguing concept 
in strongly-correlated systems.  

Due to these two defining phenomena, one could devise a 
protocol to excite individual excitations (spin or charge) 
independently, and study their dynamics and mechanisms of 
relaxation. By pumping with light, or by a sudden quench of 
parameters in the Hamiltonian we can observe the emergence of 
excitations in the Mott gap which, for the case of weak 
interactions, `̀ melt'' the gap completely. We have identified intra 
and inter-band transitions, and we analyzed the role of spin and 
charge separation comparing to zero-temperature, and finite-

temperature results in equilibrium. In addition, we have 
observed that the spectrum is clearly non-thermal, with charge 
being excited at high energies, but spin remaining very “cold”.  
We have introduced integrability breaking terms in the model 
through second-neighbor repulsion, and verified that spin-
charge separation dominates the behavior of the system, 
yielding essentially similar results. 

 

Unconventional pairing phases in a monochromatically tilted optical lattice : controlling the 

condensate  

It has been theoretically shown that new exotic interactions and correlated hopping terms can be 
effectively generated by external electromagnetic fields. These ideas have opened a new line of research, 
termed “Floquet engineering”. Indeed, both bosonic and fermionic Hubbard models are currently 
experimentally investigated in cold-atomic gases, opening the possibility to explore new exciting physics 
out of equilibrium.  

 We have studied the one-dimensional attractive fermionic-Hubbard model under the influence of a 
periodic driving potential with the time-dependent density matrix renormalization group method. The 
driving introduces a phase in the condensate and we show that the system can be driven in an 
unconventional paired state characterized by a condensate made of Cooper pairs with a finite center-of-
mass momentum similar to a Fulde-Ferrell state. Our results in both, the laboratory and the rotating 
reference frames, demonstrate that the momentum of the condensate can be finely tuned by changing the 
ratio between the amplitude and the frequency of the driving. In particular, by quenching the above ratio to 
the value giving suppression of the tunneling and putting the Coulomb interaction strength to zero, we are 
able to “freeze” the condensate. We have studied the effects of different initial conditions, and compared 
our numerical results to those obtained from a time-independent Floquet theory in the large frequency 

Figure 1: Angle resolved photoemission 
spectrum of a Mott insulating Hubbard chain 

after a pump. The upper Hubbard band is 

populated due to the creation of Hubbard 

excitons (doublons). The spinon band remains  

very coherent, while the charge is highly  
excited. 
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regime. Our work offers the possibility of engineering and controlling unconventional paired states in 
fermionic condensates. 

 

Planned activities: 

Our planned activities for the second year focuses in the following directions:  

Pump-driven phase transitions: A particular problem of great relevance concerns the competing phases 
in the phase diagram of cuprate superconductors. It is conjectured that the pseudogap phase is indeed a 
symmetry broken one. Moreover, experiments suggest an instability toward charge density waves (CDW) 
and that the instability toward super- conductivity and CDW are caused by the same interaction and hence 
are intertwined. The simplest system that possesses both instabilities is the t-J model on 2-leg ladders. One 
elegant way to determine the magnitude and symmetry of the superconducting instabilities is by performing 
a numerical phase sensitive experiment. We will study the effects of pumping with light by starting in the 
paired phase, in the proximity of a CDW state, and viceversa. We will study the transient effects, the 
properties of the final quasi-thermal state, and analyze the non-equilibrium spectrum and correlations. This 
project will not only help us understand the competition and interplay between both orders, but also guide 
the interpretation of time-resolved experiments. Our results may indicate a new way of experimentally 
studying this transition by conducting time-resolved pump-probe phase sensitive experiments with 
SQUIDS, and looking for giant superconducting responses in the Josephson current. 

We have developed a code to study non-equilibrium effects after pumping a t-J ladder sandwiched in a 
SQUID geometry using the tDMRG method. We are currently investigating the proximity effects on the 
equilibrium phase diagram of the system, and the robustness of the different phases, through the behavior 
of the Josephson current.  

Orbital degeneracy in the dynamics of one-dimensional systems: As previously mentioned, a hallmark of 
one-dimensional physics is the presence of spin-charge separation. In addition, in multi-orbital materials 
one also finds an orbital degree of freedom that could lead to another class of excitations called “orbitons”. 
By bombarding the material with high energy photons, one can promote an electron from its ground state 
to another orbital with a different symmetry. This excitation, much the same as a spin-flip in a spin chain, 
would propagate as an independent excitation. Moreover, the orbitons will generally be much heavier than 
the spinons or holons, and in principle should be clearly distinguishable.  

We propose studying the full dynamical response of a multi-orbital model with orbital degeneracy, and 
charge fluctuations: a 2-band Hubbard model, on chains (and possibly ladders), and consider the interplay 
between spin, orbital, and also charge degrees of freedom, at intermediate values of the Coulomb and Hund 
couplings. One particular problem that we will address is whether one could find a regime similar to the 
spin-incoherent Luttinger liquid, in which the orbital degree of freedom is incoherent.  
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Program Scope 

The goal of this program is to explore, understand, and ultimately control the competing 

electronic ordered states ubiquitously present in correlated materials, with particular 

emphasis in unconventional superconductors, such as iron-based and copper-based 

materials. While on the one hand the competition with different types of magnetic, 

orbital, and charge order limits the transition temperatures of these unconventional 

superconductors, on the other hand the enlarged ground-state degeneracy associated with 

these multiple many-body instabilities can give rise to unusual inhomogeneous correlated 

normal states, such as electronic smectic and nematic phases. To achieve the 

aforementioned goals, the PI employs a multi-faceted theoretical approach consisting of: 

(i) The investigation of relatively unexplored regimes with the potential to unveil novel 

behaviors – in particular, the study of competing phases taken out of equilibrium to 

determine under which conditions the transition temperatures of iron-based and copper-

based materials can be enhanced by optical pulses. (ii) The embracement of realistic 

features of correlated materials in their microscopic descriptions – in particular, the 

investigation of the impact that disorder, in its various forms, has on emergent 

inhomogeneous states present in the phase diagrams of unconventional superconductors. 

(iii) The promotion of synergy with established and novel experimental probes (with 

particular emphasis on scanning tunneling microscopy and ultrafast spectroscopy) not 

only by using data as input of theoretical models, but also by providing concrete guidance 

for experiments. 

 

Recent Progress 

Magnetic degeneracy in iron-based superconductors – A unique feature of the iron-

based superconductors is the existence of competing magnetic ground states near the 

onset of superconductivity. The PI and his collaborators investigated several distinct 

aspects of this rich problem. In collaboration with the student Xiaoyu Wang and the 

postdoc Jian Kang, a microscopic theory was developed in Ref. 9 demonstrating that the 

itinerant character of the magnetism in these systems leads not only to the usual single-Q 

orthorhombic stripe magnetic ground state, but also to two other tetragonal double-Q 

magnetic states. In particular, our results showed that deviations from perfect nesting 

favor the double-Q over the single-Q phase – in agreement with experiments, which 

observe the former only in optimally hole-doped iron pnictides. In collaboration with the 

neutron scattering group led by Ray Osborn (Argonne), it was shown in Ref. 3 that the 

double-Q state realized in one of these hole-doped materials is the non-uniform charge-

spin density-wave, an unusual collinear superposition of two spin density-waves with 
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different ordering vectors. The possibility of vestigial phases emerging from the two 

possible types of double-Q phases – namely, the charge-spin density-wave and the non-

collinear spin-vortex crystal – was demonstrated in Ref. 4, together with Steven Kivelson 

(Stanford) and Erez Berg (Weizmann). Similarly to the nematic phase that arises from the 

partial melting of the single-Q stripe phase, it was shown that unusual types of electronic 

orders, displaying charge order and chiral order, arise due to the partial melting of 

double-Q phases (see Fig. 1). Finally, in collaboration with the groups led by Igor Mazin 

(Naval Lab), Roser Valenti (Frankfurt), and Peter Hirschfeld (Florida), in Ref. 6 the PI 

showed that the peculiar magnetic degeneracy of the compound FeSe, obtained by first-

principle calculations, leads not only to a suppression of long-range magnetic order, but 

also to an enhancement of the nematic transition temperature. 

 

Interplay between spin and orbital degrees of freedom in iron pnictides – The impact of 

the sizable spin-orbit coupling on 

the normal state properties of the 

iron pnictides was studied 

theoretically by the PI in Ref. 5 (in 

collaboration with the group led by 

Brian Andersen, at Copenhagen, 

and with the postdoc Jian Kang) 

and in Ref. 10 (in collaboration 

with Oskar Vafek, at Florida 

State). In Ref. 5, it was shown via 

diagrammatic calculations that the 

spin-orbit coupling, combined with 

the Hund’s coupling, is responsible 

for the magnetic anisotropy 

observed experimentally (see Fig. 

2), including the spin-reorientation 

found in hole-doped iron pnictides. 

In Ref. 10, a microscopic model 

was solved to show how one can 

unambiguously distinguish the 

Figure 2: Theoretical temperature-chemical potential phase 

diagram for the magnetic ground state of the iron pnictides, as 

well as the spin orientation. While electron-doping favors 

single-Q magnetic stripes, hole-doping favors double-Q 

tetragonal magnetic phases. From Ref. 5. 

 Figure 1: Magnetic states of the pnictides and their vestigial phases: the orthorhombic nematic phase 

(vestige of the stripe magnetic phase), the charge density-wave (vestige of the charge-spin density-

wave), and the chiral spin-vorticity density-wave (vestige of the spin-vortex crystal). From Ref. 4. 
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signatures of spin-orbit coupling and nematic order in the electronic spectrum of these 

systems. Even in the absence of spin-orbit coupling, the PI showed in Ref. 2 (in 

collaboration with the group led by Brian Andersen, at Copenhagen, and with the postdoc 

Jian Kang) that the intricate interplay between the dxz, dyz, and dxy orbitals with the spin 

degrees of freedom is essential to stabilize a nematic phase prior to the onset of long-

range magnetic order. 

 

Anisotropic transport in strongly correlated systems – The in-plane resistivity anisotropy 

is the prime experimental tool 

employed to probe nematic phases. 

In collaboration with the postdoc 

Michael Schütt, in Ref. 7 the PI 

employed a Boltzmann-equation 

approach to study the resistivity 

anisotropy of underdoped cuprates 

arising from the scattering by 

anisotropic spin and charge 

fluctuations. It was found that the 

two contributions favor anisotropies 

of opposite signs (see Fig. 3), 

explaining the experimentally 

observed non-monotonic dependence 

of the resistivity anisotropy on the 

doping concentration. More recently, 

in collaboration with the postdoc 

Michael Schütt and Jörg Schmalian (Karlsruhe), the memory-function approach was used 

to study the AC conductivity anisotropy of iron-based superconductors. The main result 

is that the anisotropy in the width of the Drude peak contains not only the trivial 

contribution from the scattering rate anisotropy, but also an additional contribution, of 

opposite sign, arising from the optical mass anisotropy. A consequence of this behavior is 

the sign-change of the anisotropy in the Drude peak width as temperature is lowered. 

 

Impact of disorder in unconventional superconductors – Elucidating what makes 

unconventional superconductors so robust against non-magnetic disorder remains a main 

challenge in the field. In collaboration with the postdoc Jian Kang, the PI developed in 

Ref. 1 a variational approach to study the impact of weak disorder on the pairing state 

promoted by quantum critical antiferromagnetic fluctuations. In particular, besides the 

effect of disorder on the quasi-particle spectral weight, this model also took into account 

the feedback effect of disorder on the electronically driven pairing interaction. It was 

found that the suppression rate of Tc with impurity scattering is always smaller than the 

value predicted by the conventional Abrikosov-Gor’kov formalism, being the smallest 

precisely at the quantum critical point (see Fig. 4). On a related topic, in collaboration 

with the STM group led by Abhay Pasupathy and with Andrew Millis (both at 

Columbia), the PI developed and applied a model that allows one to extract the 

momentum-dependence of the impurity potential by combining ARPES and STM data. 

Figure 3: Scattering by anisotropic spin (SDW) and charge 

(CDW) fluctuations promote different signs of the in-plane 

resistivity anisotropy xx-yy, yielding a non-monotonic 

doping dependence of the latter across the phase diagram of 

the cuprates (inset). From Ref. 7. 
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The application to NbSe2 revealed the key role played by the electron-phonon coupling in 

promoting the charge density-wave transition of this superconducting material. 

 

 

 

 

 

 

 

 

 

 

 

 

Future Plans 

Impact of non-equilibrium phonons on correlated systems – Together with the postdocs 

Michael Schütt and Peter Orth, and in collaboration with Alex Levchenko (Wisconsin), 

the PI will investigate the impact of non-equilibrium phonons on various electronic 

orders observed in cuprates and iron pnictides. Both optical and acoustic phonon modes 

will be studied, with particular emphasis on the latter. Special consideration will be given 

to the parameter regime in which different ordered states with superconductivity. The 

non-equilibrium behavior of different types of superconducting order parameters after 

interaction with a ultrafast laser pump will also be investigated.  

 

Disorder effects in nematic phases – In collaboration with the student Tianbai Cui, the 

PI will explore the impact of rare regions and of Griffiths effects near a nematic quantum 

phase transition that emerges as a vestige of a spin density-wave transition. In this case, 

the rare regions play fundamentally different roles for the parent and the vestigial phases, 

since they support long-range nematic order but only quasi-long-range magnetic order. 

The goal will be to establish whether these effects can split the simultaneous magnetic-

nematic first-order quantum phase transition obtained in the clean case. 

 

Unbiased approaches to competing phases – The PI will perform, in collaboration with 

the student Xiaoyu Wang and the group led by Erez Berg (Weizmann), Quantum Monte 

Carlo simulations of the two-band spin-fermion model. The appeal of this model is the 

absence of the fermionic sign-problem, which allows one to probe the interplay between 

magnetism and superconductivity for systems of moderate sizes and at low temperatures. 

The emphasis of the study will be not only to establish the role of the Fermi surface 

geometry to the onset of an unconventional superconducting state, but also to compare 

quantitatively the QMC results with various analytical field-theoretical approximations 

that have been developed over the past two decades to understand the spin-fermion 

model. 

Figure 4: The calculated suppression rate of the transition temperature Tc with respect to a weak non-

magnetic scattering rate -1 is always smaller than the Abrikosov-Gor’kov value, in the case of pairing 

promoted by quantum critical antiferromagnetic fluctuations. From Ref. 1. 
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Thermal and thermoelectric phenomena in novel materials and systems of disordered and 

interacting electrons 

 

Principal investigator: Professor Alexander Finkel’stein 

Department of Physics and Astronomy, Texas A&M University  

College Station, TX 77843-4242 

finkelstein@physics.tamu.edu 

 

Project Scope 

The project focuses on the theoretical analysis of thermal transport in systems where the heat 

transport is special. Of particular interest are systems which exhibit elements of the non-Fermi 

liquid behavior owing to disorder or a strong interaction of conducting electrons with the 

collective excitations describing fluctuations.  

Recent Progress 

Below we describe the progress made in the past year in studying thermal transport and 

understanding the status of the Wiedemann-Franz Law (WFL).  

1. Heat Diffusion in the Disordered Electron Gas 

The PI, in collaboration with his former postdoc Georg Schwiete (from September 2016 a faculty 

at the University of Alabama) studied the thermal conductivity of the disordered two-

dimensional electron gas. We analyzed the heat density - heat density correlation function 

concentrating on the scattering processes induced by the Coulomb interaction in the sub-

temperature energy range. In two dimensions, these scattering processes are at the origin of 

logarithmic corrections violating the WFL.  

The heat density - heat density correlation function was chosen for the following reasoning: the 

conservation of energy strongly constrains the general form of the heat density - heat density 

correlation function. One cannot get correct expressions satisfying energy conservation for this 

correlation function if the vertices associated with the interaction part of the Hamiltonian are 

ignored; see e.g., the right term in the figure below. (Because of such vertices, the balance of 

various terms in the case of the heat density - heat density correlation function turns out to be 

rather different from that for the correlation functions of other conserved quantities such as the 

density - density or spin density - spin density correlation functions.) 
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By contrast, with the use of the heat current - heat current correlation function it was possible to 

obtain the correct logarithmic corrections for the heat conductivity even when using incomplete 

expressions for the heat current. This allowed the authors of one of the papers on thermal 

transport to claim that the agreement was accidental.  

The long-range Coulomb interaction requests for a peculiar care in the case of the heat transport.  

The principle of gauge invariance has to be implied for identifying the heat density and heat 

current. Although this has been already discussed, we illuminated this point further by stressing 

the connection with the field theoretic construction of the Belinfante energy-momentum tensor 

on the level of the three-dimensional conservation law. While we were interested in heat 

transport in a two-dimensional electron system, the natural definition of a local conservation law 

connecting heat density and heat current requires a three-dimensional setting. The reason is that a 

part of the energy of the system is stored in the electromagnetic field, and this field is not 

restricted to the two-dimensional plane. In order to define transport of heat in two dimensions, 

we devised a specific projection procedure.  

After sorting out the fundamental problems of the analysis of the thermal transport in a two-

dimensional system with long-range Coulomb interaction, we concentrated on calculating 

logarithmic corrections to the heat conductivity. We focused our attention on the sub-

temperature energy range, which is beyond the scope of the usual Renormalization Group (RG) 

analysis. The main difference between the RG interval (1/,T) and sub-temperature energy range 

is that, while the transitions described by the standard RG procedure are virtual, the sub-

temperature range deals with the on-shell scattering. For the analysis of the electric conductivity, 

the sub-temperature processes can be neglected. Thermal conductivity constitutes an important 

exception. Here, the low-energy scattering processes induced by the long-range Coulomb 

interaction yield logarithmic corrections which compete with the RG corrections. Moreover, just 

the corrections caused by the on-shell scattering violate the WFL: the sub-temperature processes 

in the diffusive limit lead to an increase of the thermal conductivity as compared to the electric 

one. Loosely speaking, in the diffusive case with long-range Coulomb interaction, electrons can 

use the energy ~T from a remote region to facilitate heat transfer. 

The knowledge of the heat density - heat density correlation function of the correct form allows 

one to extract the heat conductivity out of it. Our analysis showed how the terms violating the 

WFL become compatible with the general form of the heat density-heat density correlation 

function. We thereby demonstrated the consistency of our results with the general scheme for the 
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calculation of a correlation function of the density of a conserved quantity, which in the 

discussed case was the energy.  

2. Theory of Thermal Conductivity in the Disordered Electron Liquid 

The fact that the terms violating the WFL are logarithmic in temperature points toward the 

possibility that this “law” is violated in an extended electron system even at T=0 (for constrained 

systems this violation is undisputable, because the current and heat relaxation occur in different 

regions). Still, one can imagine that the RG-corrections may intervene and eliminate the 

violating terms in the limit T=0. To check this point, we combined the RG-treatment with terms 

originated from the sub-temperature energy range.  

This calculation demands a two-stage procedure: the logarithmic corrections originating from 

energies in the RG-interval can be absorbed into the scale-dependent RG charges. Once all RG 

corrections are taken into account, one may find the sub-temperature correction to the thermal 

conductivity using parameters determined by the current scale of the RG procedure. We included 

both the Coulomb interaction and scale-dependent Fermi-liquid type interactions arising in the 

triplet channels. We observed, however, that the sub-temperature corrections to the thermal 

conductivity remained unaffected by any renormalizations. With this result at hand, we applied 

the theory to the metallic side of the metal-insulator transition in Si-MOSFETs. The un-

renormalized correction to the heat conductivity reveals itself in the fact that maxima of the 

curves of the “thermal resistance” Rk are all shifted on the same quantity of logarithmic variable 

= -0.0785. (Rk is constructed for different sheet resistances R using the ideal Lorentz ratio, so 

that Rk=R if the WFL holds.) 

 

Figure: "Thermal resistance" Rk alongside with the resistance R (red curve). Both quantities, Rk 

and R, are presented in dimensionless units. In the discussed theory, the maxima Rk are shifted 
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from the maximum of R by the same value of the logarithmic variable . (Only the parts of the 

Rk-curves that lie below the red curve R are physical.) 

Future plans: We plan to extend the analysis of disordered electron systems to thermo-power. 

We also plan to consider the so-called non-Fermi-liquid systems near a quantum critical point. 

Here, however, one should be cautious, because these systems can be relatively clean. In the 

clean systems, unlike the dirty one, the dominant fact is that the heat current is not a conserved 

quantity. As a result, inelastic scattering processes may decrease the thermal conductivity (as 

compared to the electric one), while in the diffusive limit the sub-temperature corrections lead to 

an increase of the thermal conductivity.  

Other Directions 

Together with my PhD student Wei Zhao, we work on the properties of the flexural phonons in 

graphene in the presence of random scattering.  

Together with my former PhD student Konstantin Tikhonov, we work on tunneling in a p-n 

junction in the presence of strong spin-orbit.  

Publications:  

G. Schwiete, A. M. Finkel'stein, “Heat diffusion in the disordered electron gas” 

Phys. Rev. B 93, 115121 (2016). Comments: 23 pages, 12 figures.  

G. Schwiete, A. M. Finkel'stein, “Theory of Thermal Conductivity in the Disordered Electron 

Liquid” JETP, Vol. 122, p.567 (2016). Comments: Special JETP issue dedicated to the 85th 

birthday of Prof. L. V. Keldysh; 8 pages, 1 figure.  
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Theoretical description of pump-probe 

experiments in ordered materials 

 
Principal  investigator: J. K. Freericks 
Department of Physics 
Georgetown University 
Washington D.C., 20057,  USA 
freericks@physics.georgetown.edu 

 
 
Project scope 

 
In recent years, we have developed a research program that has focused on understanding the 
behavior of pump/probe experiments on quantum materials. Early work focused on the normal 
phase, while current work is focusing on ordered phases. In particular, we have been examining the 
properties of superconductors and of charge-density-wave insulators. The main experiment we are 
trying to describe is time-resolved and angle-resolved photoemission spectroscopy. We also are 
spending time “peeling the onion” of many-body dynamics to understand better how many-body 
systems relax in the time domain. Finally, we are investing some effort into developing new 
methods for solving the many-body problem starting from a Keldysh perspective, which involves 
directly solving for the dynamics in time, rather than in frequency. 

 
 
Recent Progress 

 
Generating Floquet states in Graphene 

 

 

On the left, we show a pseudospin texture of graphene during excitation by a circularly 

polarized ultrashort light pulse. The change in sign of the texture in the z direction for the 
two k points indicates a nontrivial topology for the state. The photoemission experiment is 
depicted graphically on the right. In this research, we showed how circularly polarized light 

can open gaps in the topologically protected regions of the Brillouin zone. While this 
general principal was already known from Floquet theory, when one applies a pulse to the 

system, the electric field is not periodic, so it was not obvious how rapidly the Floquet-like 
behavior would set in. We found it does so very rapidly, and hence should be able to be 
observed directly in these systems. 
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Observing the Higgs mode in superconductors 

 

The Anderson-Higgs mode in superconductors has long been known not to couple linearly 
to an electric field. But, because it does couple to higher-order in the field, it can be excited 
in a nonequilibrium experiment. In this work, we show how one can see this behavior by 

examining the photoemission spectra of a superconductor after a pulse hits it, shown with 
different snapshots in time in the above figure. Note how the peak position at the Fermi 

wavevector, denoted by the orange diamond, oscillates at the Higgs mode frequency, and is 
the direct observation of Higgs physics within the superconductor (shown in the blue curve 
in the final panel). 

 

Pumping a quantum critical CDW insulator 

 
 
The Falicov-Kimball model provides an all electronic model 

for a charge-density-wave insulator. It has a unique quantum 
critical point with a zero-temperature metal-to-insulator 

transition occurring at a critical value of U. When this 
quantum-critical CDW is pumped, it has an ultra-efficient 
conduction channel which rapidly equilibrates the electrons 

and does not allow them to be excited. As a result, even if 
one drives the system at a high fluence, the pump pulse both 

excites and de-excites electrons so much that very few 
remain excited at the end of the pulse, as shown in the 
waterfall plot to the left (delay time increases from bottom to 

top). 
 

 

 

Microscopic origin of the many-body relaxation time 

 

We examined the exact equation of motion for how a momentum population relaxes after a 

pump and were able to show that the relaxation depends crucially on the average time 
dependence of the self-energy and we also could show that once one uses the same Wigner 
distribution function or the Green’s function and the self-energy, which is often done in hot-

electron models, that the system no longer relaxes. Finally, we also discovered that the 
relaxation rate is not given simply by the imaginary part of the self-energy, but is more 

complicated. Unfortunately, we have not yet been able to unravel precisely how it behaves. 
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Rigorous results about the Hubbard model spectra and eigenvalues  

 

We started a project to understand the spectra and the eigenvalues of the Hubbard model, 
motivated by the question of whether the gap fills in in the insulating phase as the 

temperature increases. While we have not yet fully solved this problem, we have provided 
compelling evidence that the Mott insulating phase will actually have infinite bandwidth, 
which could play a role in high temperature transport, since these states at high energy have 

extremely long relaxation times, and so can carry substantial current. 
 

Time-Evolved Wilson Molecule Algorithm (TEWMA) 
 

We are working on developing a novel computational algorithm that can solve the many-body 

impurity problem in both equilibrium and nonequilibrium. The method is different from other 

techniques and is based primarily on directly solving for the time evolution of the impurity  problem 

and employing simplifications because the time-evolved wavefunction does not  evolve through the 

entire Hilbert space, but is rather restricted in where it can move. 

 

 Future  work for 2016-2017 

 
The main project we are working on for the Fall of 2016 is to develop the Time-Evolved Wilson 
Molecule Algorithm (TEWMA) for both equilibrium and nonequilibrium situations. If successful, 

the approach will be more accurate than continuous-time quantum Monte Carlo methods and will 
not require numerical analytic continuation. We also are working on developing the theory for 
time-resolved Raman scattering and extending the ordered phase work to d-wave superconductors 

and to competing superconducting-charge-density-wave orders. Finally, we want to continue the 
smaller projects we have on understanding the microscopic nature of relaxation in the time-

domain and on understanding the mathematical properties of the solutions to the Hubbard model. 
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Odd-Parity Superconductors: Nematic, Chiral and Topological 

Liang Fu (MIT) 

Keywords: topological insulator, topological superconductor, Majorana fermion, Weyl fermion 

Project Scope 

The goal of this project is to predict/propose and study odd-parity superconductors in spin-orbit-

coupled materials. Recently it has been recognized that strong atomic spin-orbit coupling plays an 

essential role in new quantum phases of matter such as topological insulators, Weyl semimeta ls, 

and now odd-parity (e.g., p-wave) superconductors. In a 2010 PRL, the PI and Berg proposed that 

the doped topological insulator CuxBi2Se3, a superconductor with Tc=3.8K, has an odd-parity 

pairing symmetry due to inter-orbital triplet pairing in a strong spin-orbit-coupled normal state. A 

series of recent experiments, including NMR, specific heat, magnetoresistance, and torque 

magnetometry, has provided clear evidence of odd-parity spin-triplet superconductivity in 

CuxBi2Se3 as well as SrxBi2Se3 and NbxBi2Se3. Remarkably, the superconducting state is found 

to spontaneously break rotational symmetry of the crystal, leading to a nematic superconductor 

where rotational symmetry breaking is caused by superconductivity [1], a new state of matter 

unseen before.   

This newly-discovered nematic superconducting state which breaks rotational symmetry is a 

competing state to the widely-studied chiral superconducting state which breaks time-reversa l 

symmetry. Both states arise from a superconducting order parameter with degenerate components 

at Tc, with the difference that this order parameter is real in the nematic state, but complex in the 

chiral state.  

Remarkably, both nematic and chiral superconductors with odd-parity pairing symmetry are 

topological superconductors, belonging respectively to time-reversal-invariant (class DIII) and 

time-reversal-breaking (class D) categories of the topological classification. The PI and his 

collaborators have shown [1,2,3] that these superconducting states host topologically protected 

Majorana fermion excitations, either on the surface or in the bulk. Therefore, odd-parity 

superconductors in naturally-occurring quantum materials provide a route to itinerant Majorana 

fermions in two and three dimensions, which are very difficult to realize in quantum devices.   

Recent Progress  

Over the past year, the PI and his student Vlad Kozii and postdoc Jorn Venderbos have extensive ly 

studied novel physical properties of this newly-discovered nematic superconductor phase in doped 

Bi2Se3. In Ref.[2], we showed that spin-orbit-coupling is crucial for stabilizing the nematic 

superconducting state, as opposed to the familiar chiral state. We also found [1,2] that the gap 

structure of nematic superconductors is anisotropic in momentum space due to the interplay of 

spin-orbit-coupling, crystal anisotropy and the nematic direction. A recent low-temperature 
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specific heat measurement of CuxBi2Se3 under a rotating magnetic field by Yoshi Maeno (Kyoto), 

arXiv:1602.08941, found a twofold oscillation which onsets at the upper critical field Hc2 and 

persists down to 1.5% of Hc2. This is the first direct measurement of the gap structure in a nematic 

superconductor, and the results agree well with theoretical prediction [1].   

In Ref.[4], we showed that the in-plane upper critical field of nematic superconductor shows a 

distinctive crystal anisotropy that is strongly temperature dependent. This serves as a powerful 

technique for detecting nematic superconductivity. In Ref.[5], the PI collaborated with Lu Li 

(Michigan) on torque measurements on NbxBi2Se3. As the external field is rotated in the ab-plane, 

the torque shows a dominant twofold symmetry in the superconducting state, contrary to the 12-

fold symmetry in the normal state. This is the first experiment probing the pairing symmetry of 

NbxBi2Se3 and finding evidence for nematic superconductivity.  

In addition to nematic superconductors, the PI’s group recently studied chiral superconductors 

with odd-parity pairing symmetry. In the presence of strong spin-orbit coupling, the gap structures 

of chiral superconductors are generally non-unitary, i.e., states with opposite spin polarizat ions 

have different gaps. Based on a thorough symmetry and topology classification of non-unitary gap 

structures, the PI’s group found [3] that 3D chiral superconductors typically host point nodes that 

are spin-non-degenerate (contrary to spin-degenerate point nodes in the A phase of superfluid He-

3). In this case, nodal quasiparticles are Majorana fermions, i.e., identical to their own antipartic les.  

The PI has identified the heavy fermion superconductor PrOs4Sb12 as a promising candidate for 

realizing chiral superconductivity with Majorana nodal quasiparticles.  

Future Plans 

The PI will continue to study novel properties of nematic superconductors including the vortex 

state, coupling to strain, and Andreev states near impurities. He plans to work closely with 

experimental colleagues working on neutron scattering, thermal conductivity, and STM to fully 

characterize this new phase of matter. He will aslo explore the hallmark of topologica l 

superconductivity, Majorana fermions in (Cu, Nb, Sr)-doped Bi2Se3, which have so far remained 

elusive.   

The PI will continue to identify promising candidates for chiral superconductors with Majorana 

quasiparticles. He plans to develop theory of Kerr rotation and thermal Hall conductivity for 3D 

time-reversal-breaking superconductors. He will work closely with experimental colleagues to 

find distinctive signatures of non-unitary gap structures and Majorana nodal quasiparticles.  
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Theory of Fluctuations in Strongly-Correlated Materials 
 
Principal investigator: Professor Victor Galitski 
Address: Department of Physics, University of Maryland, College Park, MD 20742 
Phone: 1-301-405-6107 
E-mail: galitski@umd.edu 
 

1. Project Scope 
The main general focus of the project is to explore the interplay between fluctuation 
phenomena and strong correlations in quantum materials, including superconductors. The 
specific goals of the projects are the following: 

(i) To develop a theory of heterostructures involving topological insulators and 
magnetic materials. 

(ii) To extend the theory of topological Kondo insulators to strongly fluctuating 
regimes, where the mean field theory breaks down, and to guide experiments 
that would probe and exploit the interplay between strong correlations and 
topological physics in heavy-fermion compounds.  

(iii) To advance the theory of competing orders in high-temperature 
superconductors, in particular, that of quantum dynamics and coupled 
collective modes.  

(iv) To develop a non-perturbative theory of quantum fluctuations in 
superconductors, with the focus on the interplay between Aslamazov-Larkin-
type fluctuations and phase fluctuations (including solitons) of the order 
parameter. 

(v) To develop theories of Casimir effect in strongly correlated materials and 
critical systems. 

 
2. Recent Progress 
Below are some highlights of progress made in the past year: 
 
2.1 Amperean superconducting pairing in topological heterostructures  
In recent paper, "Amperian pairing at the surface of topological insulators," 
(http://arxiv.org/abs/1603.04081, to be published in Phys. Rev. Lett.), the PI and his 
postdocs, Dmitry Efimkin (currently at the Univ of Texas, Austin) and Mehdi Kargarian, 
proposed an experimental platform to a realize a new type of a superconductor - dubbed 
"Amperian superconductor." The basic idea, pioneered earlier by Prof. Patrick Lee and 
collaborators in the context of exotic, hypothetical spin liquid states of matter, is that 
magnetic-like forces there (i.e. current-current like interactions similar to law) lead to 
attraction for particles moving in the same direction (as well known, two co-moving 
current-carrying wires attract each other). This leads to pairing and superconductivity of 
co-moving fermions (in sharp contrast to conventional Cooper pairing, where opposite-
moving electrons pair). In conventional metals, this effect is negligible because magnetic 
forces are extremely weak. The PI has shown that in strongly spin-orbit-coupled materials, 
in particular topological insulators, coupled to magnetic fluctuations the same effect 
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appears and is extremely strong.  A recent experiment (to be published) has observed 
superconductivity in a topological heteorostructure of the kind proposed in this work. 
 
2.2 Strain-induced enhancement of topological Kondo insulating behavior in 
Samarium hexaboride to room temperature 
One of the main challenges in studying and using topological Kondo insulators, predicted 
by the PI, is that the topological state appears only at low temperatures in the SmB6 
compound under natural conditions. To increase the relevant energy scales is clearly of 
great importance.  It is known that high-pressure can suppress the topological insulating  
 

 
 
FIG. 1: Temperature-strain phase diagram (a) A cartoon illustration of strain-induced transition from 

temporal fluctuating mixed-valence state to spatially heterogeneous hetero-valence state. (b) A 

reconstructed experimental phase diagram of SmB6 under stain with data from the work of J. Xia, V. 

Galitski and collaborators as well as pressure data from earlier works [J. C. Cooley et al., Phys. Rev. 

Lett. 74, 1629 (1995) and J. Derr et al., Phys. Rev. B 77, 193107 (2008)]. The left axis corresponds to the 

Derr et al. bandgap data (purple triangles), the Cooley et al. bandgap data (green squares), and new Xia 

et al. bandgap data (red circles). The right axis corresponds to the characteristic temperature, where 

surface-dominated transport commences, which is shown in blue. 

 
state and eventually destroy the gap. This led the PI and collaborators to propose that 
perhaps tensile strain can have the opposite effect. The idea is that samarium hexaboride 
under natural conditions exists in the strongly-fluctuating mixed valence regime and by 
using strain one can move the system towards a less-fluctuating, more mean-field like 
state with a larger hybridization gap. A detailed theory of strain-induced hybridization 
enhancement has been developed. In a recent experiment led by PI's collaborator Prof. 
Jing Xia (a manuscript, co-authored with Prof. Zach Fisk and the PI, is currently under 
review), a weak tensile strain (a few percent) was applied to SmB6 and surprisingly led to 
a huge enhancement of the gap essentially to room temperature. This is a very important 
discovery, which may have implications on both fundamental aspects of strongly-
correlated materials and applications of topological materials.  
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2.3 Hybridized Higgs modes in the hole-doped cuprate superconductors  
In Phys. Rev. B 92, 184511 (2015) , the PI and his group members have studied collective 
modes in the high-temperature hole-doped cuprates with co-existing competing orders - 
superconductivity and bond-density wave. It is known that fluctuations of the modulus of 
the order parameter in a conventional superconductor lead to a mode that is a condensed 
matter equivalent to the famous Higgs boson in high-energy physics. However, unlike the 
latter, the superconducting Higgs mode is overdamped (coexists with the single electron 
excitation continuum) and hence is not actually observable. The key idea of this PI's work 
is that if two orders co-exist, the coupled fluctuations of their order parameters - 
hybridized Higgs modes - lead to a stable Higgs collective mode, which is pushed down in 
energy and becomes long-lived and experimentally detectable. 
 
2.4 Anomalous Coulomb Drag in Bilayers due to the Formation of Excitons 
In   Phys. Rev. Lett. 116, 046801 (2016), the PI and his postdoc, Dr. Efimkin, showed that 
the recent experiments that observed anomalous Coulomb drag in electron-hole bilayers 
can be explained by formation of fluctuating excitons. It is well-known that excitons - 
bound states of electrons and holes - would strongly enhance the drag effect in bi-layers. 
However, exciton condensation would lead to too strong an effect that has not actually 
been observed. The PI has shown that what likely is observed is the formation of 
uncondensed excitons that form a classical gas as opposed to a superfluid. 

 
3. Future Plans 
The work in the next reporting period will build on the successes of this year's research. In 
particular, the following will be major foci of PI's research: 
 

1. Now that the Amperian superconductor, predicted by the PI, may have been 
experimentally discovered (see Sec. 2.1 above), the PI intends to study in depth the 
properties of this new type of a superconductor (critical current, transport, 
Meissner effect, etc.). Even the most basic understanding of this type a material is 
currently missing and the PI will fill this gap to motivate more experiments.  

2. Now that the topological Kondo insulating behavior has been extended to high-
temperature  (see Sec. 2.2 above) , the PI will develop a quantitative theory of this 
phenomenon, which will be based no the study of Kondo fluctuations and how they 
are suppressed under strain. Applications to other mixed-valence materials will be 
considered. 

3. The PI also collaborates with Andrea Cavalleri's group in Hamburg, that is involved 
in experimental research of enhancing high-temperature superconductivity by 
photoexcitation. The PI visited Prof. Cavalleri in February with an invited 
Colloquium on the topic and Cavalleri and his group members are scheduled to visit 
the PI in the coming year. A particular focus of PI's current work in this direction is 
(unpublished at this stage) proposal to look for signatures of the proximity effect in 
driven systems. The main controversy behind the Cavalleri et al experiments is 
whether they actually have seen "superconductivity" or the data have an 
aleternative explanation. The PI has proposed a setup to unambiguously resolve 
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this issue - by coupling a driven system to a non-driven one and looking for 
signatures of leakage of non-equilibrium superconductivity in the latter. The PI will 
develop a theory of this phenomenon. 
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Midwest Integrated Center 

for Computational Materials  

 
 
Director: Giulia Galli, 
University of Chicago & ANL,  gagalli@uchicago.edu 
 
The Midwest Integrated Center for Computational Materials (MICCoM: http://miccom-
center.org/) develops and disseminates interoperable computational tools - encompassing 
open source software, data, simulation templates, and validation procedures - that enable 
the user community to simulate and predict properties of functional materials for energy 
conversion processes. The Center represents a partnership, based at Argonne National 
Laboratory (ANL), with the University of Chicago (UC), Northwestern University (NU), the 
University of Michigan (UM), the University of California at Davis (UCD), and Notre Dame 
University (ND). 

The Center’s design 
principle has been 
conceived under the 
premise that, in order to 
accelerate the discovery of 
innovative functional 
materials, it is not 
sufficient to compute the 
properties of the end 
product; it is critical to 
simulate and validate the 
assembly processes that 

take place during 
synthesis and fabrication.  
In addition, in order to 

design materials relevant to energy technologies, it is essential that the basic mass, charge, 
and energy transport phenomena involved in energy storage and conversion processes 
be understood and predicted in heterogeneous materials, inclusive of defects and 
interfaces.  Most of these phenomena, e.g. electron transport, are inherently quantum 
mechanical and require a first-principles treatment. Others, such as ionic transport, occur 
at the molecular scale.  Hence one of MICCoM’s goal is the coupling of electronic-structure 
methods to dynamical descriptions of matter, thereby providing the means to capture all 
the relevant length and time scales of importance to a material’s performance. 

The multi-scale approach adopted by MICCoM is summarized in Figure 1. The Center is 
developing methods and delivering and maintaining codes to carry out electronic structure 
calculations based on Density Functional Theory (DFT) and first principles molecular 
dynamics (FPMD)-- the Qbox code, and to compute excited state electronic properties 

Figure 1 Summary of MICCoM activities and goals. The four 
circles on the left represent the codes that are made 
interoperable.  
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within many body perturbation theory (MBPT)-- the WEST code; software to compute 
transport coefficients from first principles, integrated with FPMD is being built using Qbox 
& WEST as bases. These transport coefficients serve as inputs to continuum-particle codes 
(COPSS) that will predict the effect of applied fields on a material’s structure and 
performance. Within a client-server strategy, we plan to couple quantum (Qbox) and 
classical Molecular Dynamics (MD), and Monte Carlo (MC) codes (LAMMPS and HOOMD-
blue) through a suite of advanced generalized-ensemble sampling techniques (SSAGES), 
which will in turn operate in tandem with continuum codes. This integrated approach will 
enable simulations of assembly processes of nano- or meso-building blocks of arbitrary 
shapes, with designer electronic properties; it will also enable ab initio based calculations 
of the free energy of complex materials, both at equilibrium and far from equilibrium.  

MICCoM open source software is already productive on a wide range of computers and 
optimized for leadership systems; it is designed and will be maintained to facilitate and 
accelerate the incorporation of new, innovative algorithms, proposed both by MICCoM 
researchers and by the scientific community.  

The materials efforts 
of the Center are 
addressing three 
representative 
classes of systems 
and properties, with 
the following 
objectives: (a) 
Optimization of 
assembly of solids of 
nanoparticles and of 
their transport 
properties; (b) 
Optimization of 
interfacial ion 
organization and 
transport at 
interfaces between 
solids and aqueous 
solutions; (c) Design 

of nanostructured multi-phase assemblies by annealing processes out of equilibrium to 
create. However the generality of the methods being implemented, and the architecture of 
the software and validation strategies developed, will facilitate transferability to broader 
classes of systems and hence to different design problems.  

In addition to software development and distribution, a key objective of MICCoM is the 
systematic validation of the codes to be distributed and their ability to predict purposely 
generated experimental data. Controlled experimental synthesis, along with materials 
characterization performed at the Advanced Photon Source (APS), provide concrete 

Figure 2 Management structure of the center. 
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platforms for rigorous assessment of MICCoM software. The storage and integration of the 
results of the interoperable codes and of data and metadata is planned through the use of 
the NIST Curator software installed on MICCoM servers, and data collection through the 
NIST Dspace Repository. Moreover data analysis software will be made available to the 
community.  

The center is organized in a three-task structure focused on software, validation strategies 
and data, as indicated in Fig.2, which also shows MICCoM management structure.  

PUBLICATIONS 

Elastic properties of common Gay–Berne nematogens from density of states (DOS) 
simulations, Hythem Sidky and Jonathan K. Whitmer, Liquid Crystals (2016), accepted. 

Implementation and Validation of Fully-Relativistic GW Calculations: Spin-Orbit Coupling 
in Molecules, Nanocrystals and Solids, Peter Scherpelz, Marco Govoni, Ikutaro Hamada, and 
Giulia Galli, J. Chem. Theory Comput. (2016), accepted. 

Elastic response and phase behavior in binary liquid crystal mixtures, Hythem Sidky and 
Jonathan K. Whitmer, Soft Matter 12, 4489-4498 (2016). 

Photoelectron spectra of aqueous solutions from first principles, Alex P. Gaiduk, Marco 
Govoni, Robert Seidel, Jonathan Skone, Bernd Winter, and Giulia Galli, J. Am. Chem. Soc. 138, 
6912-6915 (2016). 

Lattice Boltzmann simulation of asymmetric flow in nematic liquid crystals with finite 
anchoring, Rui Zhang, Tyler Roberts, Igor S. Aranson and Juan J. de Pablo, J. Chem. Phys. 144, 
084905 (2016).  
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SEMICONDUCTOR NANOSTRUCTURES BY SCIENTIFIC DESIGN 

PI: Giulia Galli 
Institute for Molecular Engineering, University of Chicago, gagalli@uchicago.edu 
 
PROJECT SCOPE  
Functional nanostructured systems have long been recognized as a promising platform for 
the development of materials with target properties. This project is focused on the 
development and application of first principles methods to predict the opto-
electronic and charge transport properties of nanostructured semiconductors. 
Systems of interest include materials for solar and thermal energy conversion, with main 
focus on group IV, and IV-VI compounds.  
 
In the last few years we developed and applied methods to predict the structural and opto-
electronic properties of semiconducting nanostructures and nanostructured solids. In a 
progression of increasingly complex systems and properties, we investigated  isolated 
nanoparticles (NPs), the role of surface chemistry and termination in determining their 
electronic properties, the interplay between quantum confinement and surface structure 
and morphology and the influence of specifically engineered, metastable core geometries. 
We then moved to more realistic environments and studied the structural and electronic 
properties of nanoparticles embedded in solid matrices, with focus on the role of 
interfaces, and of nanostructured solids, e.g. inorganic clathrates, including atomistic 
defects.   
 
While our early studies were mostly based on Density Functional Theory (DFT), more 
recent ones used many body perturbation theory (MBPT) for the electronic properties, 
while relying on DFT in first principles molecular dynamics simulations (MD) and for the 
optimization of structural properties. In particular we developed methods, algorithms 
and codes to compute efficiently and accurately emission and absorption spectra  by 
solving approximate forms of the Dyson and Bethe Salpeter Equation (BSE); we focused on 
the G0W0 approximation and the statistically screened BSE.  
 
Recently, we started exploring models to describe ionic and electronic transport properties 
of nanostructured solids with parameters derived from first principles, as any design of 
semiconductor nanostructures for use in energy conversion processes needs to include 
predictive calculations of charge and heat transport properties. Some of the models 
turned out to be useful to qualitatively predict trends of mobilities, e.g. in solar perovskite 
and clathrate materials and for a qualitative understanding of charge transport at 
interfaces between nanoparticles and matrices. However it has beco me increasingly clear 
that a more serious effort anchored within first principles theories is necessary to describe 
electron and hole transport in materials for energy applications, in order to define 
descriptors for the design of semiconductor nanostructures with optimal solar and thermal 
energy conversion properties.  
 
The main objectives of our ongoing work and future activities are the development of 
efficient and accurate first principles methods to describe hopping and band transport 

113



processes in assemblies of nanoparticles and nanostructured solids and the 
application of these methods to realistic configurations of semiconducting 
nanostructures obtained by first principles molecular dynamics at room temperature. 
We are focusing on assemblies of Si and Ge NPs, and PbSe/PbS. Our choice of systems is 
motivated by their potential application as components in both photovoltaic and 
thermoelectric materials.  
 
RECENT PROGRESS  
Last year we completed the first release of the WEST code (http://www.west-
code.org/) for large-scale GW calculations. WEST is based on algorithms that do not require 
the explicit calculation of virtual orbitals, are based on the spectral decomposition of 
dielectric matrices (and hence do not require any explicit diagonalization and storage of 
the dielectric matrix) and make use of full frequency integration. We carried out a parallel 
implementation of the algorithm, summarized in Fig. 1, which takes advantage of separable 
expressions of both the single particle Green’s function and the  screened Coulomb 
interaction. In addition we generalized the applicability of GW calculations to DFT wave-
functions obtained not only with semi-local but also with hybrid functionals. Further 
releases and optimizations of the GW and BSE methods in the WEST code, in particular the 
coupling of WEST to ab initio molecular dynamics and to continuum simulation codes were 
moved to MICCoM’s support (http://miccom-center.org/) on October 1st, 2015.  

 
In addition to releasing 
WEST, we completed a 
comprehensive 
validation of the 
method used in the 
code, encompassing 
calculations of ionization 
potentials and electron 
affinities of various 
molecules and of band 
gaps for several 
crystalline and 
disordered 
semiconductors. Finally, 
we applied the newly 
developed technique to 
GW calculations of 
systems of 
unprecedented size, 

with thousands of electrons including defective solids, and nanoparticles with several 
hundreds atoms. 
 
Our studies based on many body perturbation theory (MBPT) led us to understand how to 
derive novel range separated hybrid functionals with non-empirical parameters. These 
were tested on opto-electronic properties of solids and molecular crystals with excellent 

Figure 1 Schematic representation of the steps involved in the calculation of 

quasiparticle (QP) energies, within the G0W0 approximation, as implemented in 

the WEST code. The Kohn-Sham energies () and occupied orbitals (ψ) computed 

at the DFT level are input to the PDEP algorithm, which is used to iteratively 

diagonalize the static dielectric matrix (ϵ−1) at zero frequency. The set of 

eigenvectors {φ} constitutes the basis set used to compute both G and W at finite 

frequencies with the Lanczos algorithm. The frequency integration is carried out 

using the contour deformation technique.  
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results compared to experiments and other methods, and were also used for Si NPs. Work 
is in progress to routinely use these non-empirical range separated functionals as a starting 
point of G0W0 calculations. In particular, we plan to use them to obtain electronic 
properties (single particle energies, wavefunctions and total energies) that will serve as 
input to transport calculations. 
 
Using DFT and MBPT calculations we studied two phenomena relevant to the use of 
nanoparticle-based devices for solar energy conversion: blinking and multi-exciton 
generation (MEG), with focus on Si NPs for the former. We explored high-pressure phases 
of Si and Ge NP cores to obtain structures with optimal gaps for solar absorption and 

possibly high MEG efficiencies. 
  
The exploration of isolated 
NPs was followed by that of 
nanostructured solids, 
composed of either embedded 
NPs or naturally 
nanostructured clathrates (see 
Fig.2, where our main 
investigations are 
summarized).  
In the case of naturally 
nanostructured silicon, we 
predicted  a new promising 
material for solar energy 
conversion, namely a Si-based 
clathrate, composed entirely 
of Earth abundant elements. 
Our predictions were 
confirmed by experiments. In 

particular, we found that the 
type-I clathrate K8Al8Si38 
exhibits a quasi-direct band 
gap of 1.0 eV, which may be 
tuned to span the IR and 

visible range by strain engineering. We also found that upon light absorption, excited 
electron and hole states are spatially separated in the material, with low probability of 
charge recombination. Work is in progress to analyze other Si based clathrates, including 
clathrate superlattices. 

FUTURE PLANS 
Building on our work on opto-electronic properties, we plan to develop methods for first 
principles calculations of charge transport properties of solids and nanostructures, and  to 
apply these methods to the study of specific systems of interest to solar and thermoelectric 
applications. The main questions we seek to answer include: 

Figure 2Summary of the major class of systems recently studied in this 

project, including isolated Ge and Si nanoparticles (NPs, upper panels), 

NPs embedded in solid matrices and Si-based clathrates (lower panels). 
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 What is the main mechanism (or are there competing mechanisms) of electronic 
and hole transport in inorganic nanostructured solar cells composed of 
semiconducting nanoparticles, as a function of NP size, ligands capping the NPs (type, 
density and morphology), distance between NPs and interfaces with contacts utilized in 
experimental devices?  

 What is the main mechanism (or are there competing mechanisms) of electronic 
and hole transport in perovskite solar cells and how is transport affected by the 
presence of substitutional halogens and Schottky defects?  

 Can we dope Si-based inorganic clathrates so as to increase their Seebeck 
coefficient and hence increase their thermoelectric figure of merit?  

 How is charge transport affected by the formation of superlattices of clathrates or of 
chalcogenide materials?  
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NON-EQUILIBRIUM EFFECTS IN CONVENTIONAL AND TOPOLOGICAL 

SUPERCONDUCTING NANOSTRUCTURES 
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leonid.glazman@yale.edu  

 

Co-Investigator and PI on the sub-contract from Yale University: Alex Kamenev 
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Project Scope 

 

In this program, we concentrate on quantum kinetic phenomena in conventional and topological 

superconducting nanostructures. A special focus is placed on the quasiparticles kinetics and its 

effect on the coherent dynamics of the superconducting order parameter. Understanding the 

kinetics is important for a broad array of basic and applied problems of superconductivity 

emerging in the development of devices of the future quantum information technology. The two 

major directions in developing the superconducting qubits aim, respectively, at perfecting the 

conventional-superconductor qubits, and building devices carrying Majorana states. The non-

equilibrium quasiparticles limit the coherence times of the conventional superconducting qubits, 

which raises the problem of quasiparticles trapping. Advancing the diffusion and trapping theory 

is a part of current effort. The electron transport spectroscopy of Majorana states in engineered p-

wave superconducting structures relies on the understanding of quasiparticles tunneling, which is 

another major part of the current theoretical effort. 

 

Recent Progress 

 

Quasiparticles kinetics in mesoscopic superconductors 

 

Superconducting quantum circuits have made rapid progress in realizing increasingly 

sophisticated quantum states and operations with high fidelity. Excitations of the superconductor, 

quasiparticles, can limit their performance by causing relaxation and decoherence. The relaxation 

rate is approximately proportional to the quasiparticles density in the vicinity of Josephson 

junctions comprising a qubit. Operating at 20mK or lower temperature, superconducting 

aluminum in thermal equilibrium should have no more than one quasiparticle for the volume of 

the Earth. However, a substantial background of quasiparticles has been observed in various 

devices from single electron or Cooper-pair transistors, kinetic inductance detectors to 

superconducting qubits. A detailed understanding of the generation mechanism and dominant 

relaxation processes will eventually be necessary to suppress this small background of 

quasiparticles and continue the improvement of these devices. Relaxation is enhanced by the 

presence in a superconductor of regions with suppressed gap. Such regions may be created 

artificially, by normal-metal traps in contact with the superconductor, or appear naturally, as 

cores of vortices induced by a weak magnetic field. 

Quasiparticle trapping by a single vortex line is a basic property of a superconductor. In a film, 

the corresponding rate is characterized by a trapping power P which has the same units as the 

117



diffusion constant D. We developed a theory which allowed the experimental group of Prof. 

Schoelkopf (Yale University) to extract P from measurements of the T1 time of a transmon qubit. 

(The theoretical and experimental findings were published in a joint Nature Communications 

paper [1].) The theory predicts the recovery rate of T1 after a pulse flooding the qubit with 

quasiparticles. The recovery of T1 to its steady-state value is determined by the rate at which 

quasiparticles are evacuated from the Josephson junction. That process involves the 

quasiparticles diffusion and subsequent trapping by vortices, which are controllably introduced 

in a field-cooled device. If the vortex number is small, trapping (rather than diffusion) presents 

the bottleneck for the relaxation of the population of quasiparticles. Under these conditions, 

increasing the vortex number one by one should lead to a step-like increase in the recovery rate 

of T1, each step increasing the rate proportionally to P. The measurements indeed revealed the 

step-like increase of the net trapping rate with the number of introduced vortices (controlled by 

the magnetic field applied during the cooling of the qubit). The small-number steps are of equal 

height, see Fig. 1. The found single-vortex trapping power was P ≈0.06 cm2/s. The smallness of 

the ratio P/D ~ 0.01 implies that a quasiparticle can diffuse through a vortex with only a small 

(~ 1%) probability to be trapped. The order of magnitude of the measured P is in agreement with 

a crude estimate of the trapping power P ~ 

length  and energy relaxation time 

energy close to the nominal gap value. At present, there is no theory of quasiparticles trapping in 

a vortex core, which would go beyond the simple estimate. 

 

Fig. 1. The quasiparticles trapping rate after subtracting a 

zero-vortex background and multiplying by the total area of 

the device, as a function of magnetic field B for Devices B1, 

B2 and B3. Dashed lines are guides to the eye showing the 

discrete steps associated with 0, 1, 2 and 3 vortices (adapted 

from Ref. [1]). 
 

 

 

Results of Ref. [1] did show that vortices are less effective for trapping than normal-metal pads 

in tunnel contact with the superconductor. The effect of such traps on the recovery rate of T1 

after an injection of quasiparticles was studied in our recent preprint [2]. We found, 

unexpectedly, that such traps become less effective at low temperatures. A part of our predictions 

has been already confirmed in the ongoing experiments. 

 

While the quasiparticles relaxation channels are reasonably well understood, the uncontrolled 

sources of non-equilibrium quasiparticles remain a mystery. Our joint effort with the 

experimental group of Prof. Michel Devoret revealed a strong bunching effect in the time-

resolved rate of generation [3]. The origin of this effect is still not known. 
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Majorana resonances in multiple Andreev reflections  

 

In the conventional theory of the Josephson effect, the dissipative current across a junction at 

zero temperature requires an application of bias exceeding a threshold, 𝑒|𝑉| > ∆𝐿 + ∆𝑅, defined 

by the superconducting gaps in the leads (L and R). At smaller biases, the dissipative current is 

associated with multiple Andreev reflections (MAR); the lower the bias, the higher the order 𝑛 of 

MAR (𝑛 ≥ 2). The MAR current scales as n-th power of the transmission coefficient of the 

junction, if transmission is weak. Therefore, usually MAR is hard to observe in tunnel junctions. 

The presence of sub-gap sates may lead to resonances strongly enhancing the MAR current. The 

𝑛 = 2 resonances occur at such biases which align the discrete sub-gap level in one electrode 

with the singularity of the density of states in the opposite one. The 𝑛 = 2 resonance for the 

Majorana mid-gap state (residing in the lead R) occurs at 𝑒𝑉 = ±∆𝐿.  

 

The presence of a robust peak in the differential conductance at 𝑒𝑉 = ±∆𝐿 may help to identify 

Majorana states formed at the ends of magnetic atoms chains deposited on a surface of a 

conventional superconductor. The existing experimental evidence for Majorana bound states 

largely relies on measurements of the tunneling conductance. While the conductance into a 

Majorana state is in principle quantized to2𝑒2/ℎ, observation of this quantization has been 

elusive, presumably due to temperature broadening in the normal-metal lead. In Ref. [4], we 

propose to use a superconducting lead instead, whose gap strongly suppresses thermal 

excitations. For a wide range of tunneling strengths and temperatures, a Majorana state is then 

signaled by symmetric conductance peaks at 𝑒𝑉 = ±∆𝐿 of a universal height 𝐺 = [4 − 𝜋]2𝑒2/ℎ. 

These peaks differ qualitatively from those appearing due to the conventional Andreev levels 

with accidentally zero energy: in scanning by a superconducting tip, Majorana states appear as 

spatial conductance plateaus while for the trivial Andreev bound states the conductance varies 

with the local wave function, see Fig. 2. The Majorana conductance drops only far from the 

bound state, where the natural broadening of the square-root singularity in the density of states of 

the tip exceeds the tunneling width of the Majorana state. 

 

Fig. 2. Spatial conductance maps for 

Majorana (left) and Andreev (right) states. 

The Majorana state gives rise to a 

conductance plateau, whereas the Andreev 

state exhibits a pattern reflecting the spatial 

structure of the corresponding wave function 

(adapted from Ref. [4]). 

 

 

Conductance of a proximitized nanowire in the Coulomb blockade regime  

 

We identified [5] the leading processes of electron transport across finite-length segments of 

proximitized nanowires and built a quantitative theory of their two-terminal conductance. In the 

presence of spin-orbit interaction, a nanowire can be tuned across the topological transition point 

by an applied magnetic field. Due to a finite segment length, electron transport is controlled by 

the Coulomb blockade. Upon increasing of the field, the shape and magnitude of the Coulomb 

blockade peaks in the linear conductance are defined, respectively, by Andreev reflection, single-

electron tunneling, and resonant tunneling through the Majorana modes emerging after the 
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topological transition. Our theory provided the framework for the analysis of experiments with 

proximitized nanowires [such as reported in S. M. Albrecht et al, Nature (London) 531, 206 

(2016)] and identified the signatures of the topological transition in the two-terminal 

conductance. We explained quantitatively the experimental results obtained in Prof. C.M. 

Marcus group (Niels Bohr Institute) for wire segments which were too short for the topological 

transition, and pinpointed the difficulties in the interpretation of the data for longer segments in 

which the topological transition is possible. 

 

Future Plans 

 

We continue our theoretical investigation of effects of quasiparticles on the coherence of the 

superconducting nanostructures. The two closest aims are building a microscopic theory of 

quasiparticles trapping by vortices in type-II superconductors, and a full theory of normal-metal 

traps which would account for the electrodynamics of the hybrid nanostructure, along with the 

quasiparticle kinetics.  

 

Our closest goal in the investigation of voltage-biased Josephson junctions is to address the 

recently emerged puzzle of the fractional Josephson effect. It was observed in a spin-Hall edge 

states setting, which preserves the time-reversal symmetry [R.S. Deacon et al, 

arXiv:1603.09611]. We anticipate the electron interaction with magnetic impurities (which 

nominally does not break the time-reversal symmetry) may explain the observation. 

 

In the investigation of the conductance of proximitized wires, we are focused on extending our 

transport theory on the case of high conductance of the junctions connecting the wire segment to 

the normal-state leads. 
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Simulation of Correlated Lattice and Impurity Systems out of 
Equilibrium 
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Project Scope 
The main goal of this project is the simulation of properties of lattice and impurity models 
in strongly non-equilibrium situations using numerically exact continuous-time quantum 
Monte Carlo methods. The focus for the first years was on obtaining the time dependent 
quantum dynamics of impurities after a quantum quench from an initially decoupled 
system, and involved the development and application of bold-line quantum Monte Carlo 
codes. Over the last year, we have developed the ‘inchworm’ quantum Monte Carlo method 
and extended it to the Keldysh contour, so that we can now simulate the time-dependent 
behavior of quenches from an equilibrium / thermal state.  
One of the goals of the project is the development of reliable and efficient methods for 
computing the Green’s function and spectral function of quantum impurities, with the aim 

of providing impurity solvers for the 
non-equilibrium dynamical mean field 
theory. 
 

Recent Progress 
 
Below are some highlights of progress 
made in the past 3 years  
 
Taming the Dynamical Sign Problem 
in Real-Time Evolution of Quantum 
Many-Body Problems – This project is 
based on the causal nature of some 
expansions on the Keldysh contour: 
using an efficient resummation, a 
numerical algorithm can be formulated 
such that at any time, information 
obtained at previous times can be 
reused. As a consequence, the numerical 
simulation effort for single-time 

quantities is quadratic as a function of time, rather than exponential, making times 
accessible that are orders of magnitude bigger than what we could previously simulate.  A 
typical example is illustrated in the panel above: where previously times of about 1 were 
accessible (in units of the coupling density), our new methods can easily access times up to 
10. This allows us to simulate the slow dynamics of certain processes, e.g. the spin 
relaxation in the Kondo regime. Efficient parallelization and scaling on large computers 
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give additional speed advantages 
compared to previous methods. The 
method can give access to the non-
equilibrium Green’s function, as 
illustrated in the panel on the right, 
where the spectral function of a 
system after a quench is shown as a 
function of diagram expansion 
order. 
With a new extension of this method 
to the Keldysh contour containing 
the equilibrium branch, we can now also do quenches out of equilibrium states. Recent 
advances have allowed us to do not just static properties and currents, but the full two-
time dependent Green’s function.   

 
Green's functions from 
real-time bold-line 
Monte Carlo: spectral 
properties of the non-
equilibrium Anderson 
impurity model – 
Obtaining spectral 
functions after a quantum 
quench is a longstanding 

problem. Among the numerically exact methods able to obtain spectra is the bold-line 
continuous-time quantum Monte Carlo method. An auxiliary lead formalism has allowed 
us to obtain spectral functions after a quench, and to observe the slow formation of a 
Kondo peak after a quantum quench. The graph on the left shows a typical example of a 
steady-state spectral 
function: as a voltage applied 
to a Kondo system is 
gradually increased, the 
characteristic Kondo peak is 
suppressed and gradually 
split into two peaks for large 
voltages. The observation of 
this behavior as a function of 
real time is shown in the 
figure on the right: for weak 
voltage (equilibrium), the 
system (which is initially in a 
decoupled state) gradually 
attenuates to half filling and, 
on a much longer time scale, 
builds up Kondo correlations 
and the Kondo peak. As a 
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small voltage is applied, that buildup gets suppressed and no peak appears. Rather, the 
sharp peak is replaced by a broadened hump. Finally, a very large voltage leads to a 
buildup of two split peaks away from zero frequency. 
 
Green’s functions from real-time bold-line Monte Carlo – Obtaining spectral functions 
for interacting many-body systems is one of the big challenges of the field. The analytic 
continuation of data obtained in an imaginary time formalism suffers from an uncontrolled 
exponential amplification of noise and errors. We developed an auxiliary lead formalism 
that allows probing of spectral functions similar to the probing of an STM lead and thereby 
directly imaging the density of states at a given frequency. An example spectral function 
evolution after a quench is given below. 

 
 
Voltage quench dynamics of a Kondo system – When a quantum dot in the mixed 
valence regime is exposed to a voltage quench, the current exhibits short equilibration 

times and saturates upon the decrease of 
temperature at all times, indicating 
Kondo behavior both in the transient 
regime and in steady state. The time-
dependent current saturation 
temperature matches the Kondo 
temperature at small times or small 
voltages; a substantially increased value 
is observed outside of linear response 
regime. Using our newly developed 
numerical methods we were able to 
predict behavior of the current/voltage 
characteristics of these dots far outside 
the equilibrium regime that should be 

experimentally observable. An example is given in the figure above that shows the 
transient current normalized to its value at zero temperature, which shows behavior 
similar to a quantum dot exposed to a magnetic field. 
 
Future plans 
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With the progress achieved over the last years we are now in a very good position to start 
investigating non-eqilibrium dynamical mean field theory. This, as well as the physics of 
quenches out of correlated states, is the goal of the next projects. 
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High-performance First-Principles Molecular Dynamics for Predictive Theory and 

Modeling 

 

Principal investigator: Francois Gygi, Department of Computer Science, University of 
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Project Scope 

  

This project focuses on the development of a robust infrastructure for large-scale, high-

performance first-principles molecular dynamics (FPMD) simulations, and its use in 

investigations of materials relevant to energy conversion processes. FPMD simulations combine 

a quantum-mechanical description of electronic structure (typically at the level of Kohn-Sham 

theory) with the statistical description provided by molecular dynamics (MD) simulations. New 

algorithms and scalable implementations are developed in this project for i) efficient 

computations of electronic structure using hybrid density functionals, ii) computation of 

spectroscopic properties (Raman, infrared and sum-frequency generation spectra), and iii) 

improved statistical sampling methods. The software is used in investigations of aqueous 

solutions and liquid/solid interfaces. The algorithms are implemented in the Qbox code[1], a 

plane-wave, pseudopotential implementation of FPMD distributed under a GPL open-source 

license. 

 

Hybrid DFT FPMD simulations 

Most current FPMD simulations are carried out within the framework of density functional 

theory (DFT) using local or semi-local (GGA) approximations of exchange and correlation. This 

level of theory is however unable to describe liquids and aqueous solutions with sufficient 

accuracy. Hybrid DFT functionals include a fraction of non-local Hartree-Fock exchange, which 

improves accuracy at the cost of a much higher computational effort. We have developed 

algorithms that reduce the computational cost of hybrid DFT simulations. These algorithms 

exploit the localization properties of Kohn-Sham orbitals (according to Kohn’s nearsightedness 

principle). In particular, the recursive subspace bisection (RSB) algorithm provides a 

representation of wave functions in terms of orbitals localized in specified domains, while 

keeping a controlled accuracy. When coupled with an efficient parallel implementation[10], this 

approach enables FPMD simulations using hybrid DFT functionals. Our FPMD simulations of 

solvated ions in water[19] have shown that the study of the electronic properties of anions in 

water requires the use of hybrid functionals, with additional many body perturbation theory 

calculations[16], in order to properly describe the correct alignment of their energy levels with 

those of water.  

 

Vibrational spectroscopy 

Vibrational spectroscopy is an ideal tool to probe the complex structure of hydrogen-bonded 

systems, in particular ice, water and aqueous solutions. However, the interpretation of 

experimental spectra is usually not straightforward, due to complex spectral features associated 

with different bonding configurations present in these systems. Therefore, accurate theoretical 

predictions are required to assign spectral signatures to specific structural properties and hence 
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to fully exploit the potential of vibrational spectroscopies. We are developing algorithms and 

scalable implementations to include on-the-fly computations of vibrational spectra during 

FPMD simulations.  

Applications include computations of vibrational properties of water under pressure, infrared, 

Raman[18], and sum-frequency generation (SFG) spectra of liquids, and vibrational spectra of 

solvated ions. 

 

Verification and Validation 

We are developing software and reference data[2] to ensure a proper verification and validation 

(V&V) of our simulation infrastructure. 

New norm-conserving pseudopotentials: The FPMD implementation used in this project relies 

on the availability of pseudopotentials. In order to guarantee a high accuracy of computed 

results, we have developed an optimization approach for the generation of accurate norm-

conserving pseudopotentials[6]. The resulting potentials (available for H to Bi) closely 

reproduce structural properties of hundreds of solids computed using all-electron methods[4]. 

Norm-conserving potentials offer the advantage of simplicity of implementation, a feature that 

is critical to implementations on large-scale parallel computers.  

FPMD simulation analysis: We are also developing various data processing strategies for the 

analysis of FPMD simulations, in particular in the aim of characterizing the approach to 

equilibrium in an MD simulations. 

 

Recent Progress 

 

Hybrid DFT molecular dynamics with controlled accuracy – We have demonstrated that the 

recursive subspace bisection method can be used to accelerate hybrid DFT simulations in 

inhomogeneous systems such as liquid/solid or solid/solid interfaces, while preserving control 

of the approximation error[9]. The resulting method allows for efficient FPMD hybrid DFT 

simulations of these systems. 

 

Vibrational spectroscopy: sum-frequency generation spectra 

We have developed a first-principles framework to compute sum-frequency generation (SFG) 

vibrational spectra of semiconductors and insulators[5]. The method is based on Density 

Functional Theory and the use of Maximally Localized Wannier functions to express the 

response to electric fields, and it includes the effect of electric field gradients at surfaces. In 

addition, it includes quadrupolar contributions to SFG spectra, thus enabling the verification of 

the dipolar approximation, whose validity determines the surface specificity of SFG 

spectroscopy.  

 

Computations of the density and compressibility of water and ice 

We have determined the equilibrium density and compressibility of water and ice from first-

principles molecular dynamics simulations using gradient-corrected (PBE) and hybrid (PBE0) 

functionals and the Qbox code[7]. Both functionals predicted the density of ice to be larger than 

that of water, by 15 (PBE) and 35% (PBE0). The PBE0 functional yielded a lower density of 

both ice and water with respect to PBE, leading to better agreement with experiment for ice but 

not for liquid water. Approximate inclusion of dispersion interactions on computed molecular-
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dynamics trajectories led to a substantial improvement of the PBE0 results for the density of 

liquid water, which, however, resulted to be slightly lower than that of ice.  

 

Computations of photoelectron spectra 

The computation of photoelectron spectra in liquids and solutions requires accurate calculations 

of absolute quasiparticle energies of both solvent and solute. The GW approximation can be 

used for such calculations, and requires electronic orbitals computed during molecular dynamics 

simulations, obtained using hybrid-DFT exchange-correlation functionals. We have investigated 

the photoelectron spectrum of a simple aqueous solution of NaCl [14]. First-principles 

simulations were performed using hybrid functionals and many-body perturbation theory at the 

G0W0 level, starting with wave functions computed in FPMD simulations. We found excellent 

agreement between theory and experiments for the positions of both the solute and solvent 

excitation energies on an absolute energy scale and for peak intensities. The best comparison 

was obtained using wave functions obtained with dielectric-dependent self-consistent and range-

separated hybrid functionals. Our computational protocol opens the way to accurate, predictive 

calculations of the electronic properties of electrolytes, of interest to a variety of energy 

problems. 

 

 

Future Plans 

We will pursue the development of integrated vibrational spectroscopy calculations in FPMD 

simulations with a focus on making implementations more efficient on future DOE leadership-

class platforms such as ANL Theta and Aurora. Efficient use of these resources will enable 

vibrational spectroscopy studies of large systems (>1000 atoms). 

 

The increasing size of FPMD simulations coupled with the availability of more powerful 

computers raises issues of management of large datasets. We will develop data compression 

algorithms based on localized representations of orbitals in order to facilitate archival and 

sharing of FPMD results.  

 

We will pursue the development of accurate norm-conserving pseudopotentials by including 

multiple criteria (in addition to structural properties) in the optimization procedure. This is 

expected to yield robust potentials for use in spectroscopy and quasiparticle energy 

computations.  
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Quantum Quench Dynamics – Crossover Phenomena in Non-
Equilibrium Correlated Quantum Systems 
 
Principal Investigator: Stephan Haas, Department of Physics & Astronomy, University of 
Southern California, Los Angeles, CA 90089-0484, shaas@usc.edu 
Collaborators: Hubert Saleur (Saclay, France), Stefan Kettemann (Jacobs University, 
Germany) 
 
 

Project Scope 
 
In this project we are developing analytical and numerical tools to study the interplay 
between interactions, dimensionality, fluctuations and disorder in quantum impurity 
systems. One of our goals is to study the transient dynamics following a quench, i.e. the 
sudden change in a control variable of the model Hamiltonian, which offers a unique way 
to examine the system’s spatial, temporal and energetic structure. For example, we are 
investigating how crossover scales, i.e. given by Kondo couplings, are affected by disorder. 
We are interested in a wide range of phenomena, such as the effects of static disorder on 
dynamical screening of magnetic impurities, or the influence of a fully time‐fluctuating 
bath environment on the dephasing of system qubits. Many of these systems hold the 
promise of fascinating counterintuitive behavior, such as e.g. the possibility of asymptotic 
unitary time evolution in specifically conditioned system‐bath Hamiltonians. From a 
technical point of view, we are generalizing the strong‐coupling real‐space 
renormalization group method to probe the quench dynamics of higher‐dimensional 
quantum impurity systems, we are developing a super-symmetric formalism to analyze 
scaling functions of disordered quantum impurity spin chains, and we are devising a 
master equation approach that includes the effects of a fully fluctuating environment. This 
way, we can address a very broad spectrum of transient phenomena in quantum impurity 
systems, with disorder ranging from the quenched to the annealed limit.  
 

Recent Progress 
 
Crossover Physics in Quenched Quantum Impurity Systems: We have developed a 

general framework to tackle analytically local quantum 
quenches in integrable impurity systems, combining a 
mapping onto a boundary problem with a form factor 
approach to boundary-condition-changing operators.  
Using this approach, we were able to compute two 
central quantities of interest: the Loschmidt echo and the 
distribution of the work done during the quantum 
quench. Our results display an interesting crossover 
characterized by the energy scale Tb of the impurity 
corresponding to the Kondo temperature. We studied in 
detail the non-interacting case as a paradigm and 

129

mailto:sraghu@stanford.edu


benchmark for more complicated integrable impurity models, and checked our results 
using numerical methods. The calculated time evolution of the Loschmidt echo was found 
to be in beautiful agreement with independent numerical studies of equivalent lattice 
models. Applying the same formalism to the Kondo case is a bit more involved, since the 
form factors are more complicated in this case. However, the Kondo problem is not 
fundamentally different from the case we treated. 
 
Exact Overlaps in the Kondo Problem: It is well known that the ground states of a Fermi 

liquid with and without a single Kondo 
impurity have an overlap which decays 
as a power law of the system size, 
expressing the Anderson orthogonality 
catastrophe. Ground states with two 
different values of the Kondo couplings 
have, however, a finite overlap in the 
thermodynamic limit. This overlap, 
which plays an important role in 
 quantum quenches for impurity 
systems, is a universal function of the   
ratio of the corresponding Kondo 
temperatures, which is not accessible 
using perturbation theory nor the 
Bethe ansatz. Using a strategy based 

on the integrable structure of the corresponding quantum field theory, we have worked 
out an exact formula for this overlap, which was checked against extensive density matrix 
renormalization group calculations. Note that the comparison shown in the figure between 
numerical and field theory results does not involve any free parameter. Here we compare 
measures of the overlap in the free-fermion case, modeled by a spinless non-interacting 
resonant level Hamiltonian, tunnel-coupled with parameter Jl to two metallic reservoirs 
with N = 4096 sites each. The dashed line is the analytical result, with TK ∝ Jl2. Inset: finite 
size scaling.   
 
Full counting statistics in the not-so-long-time limit: The full counting statistics of 
charge transport is the probability distribution pn(tm) that n electrons have flown through 
the system in measuring time tm. The cumulant generating function (CGF) of this 
distribution F(x, tm) has been well studied in the long-time limit tm -> ∞, however there are 
relatively few results on the finite measuring time corrections to this. In recent work, we 
obtained the leading finite-time corrections to the CGF of interacting Fermi systems with a 
single transmission channel at zero temperature but driven out of equilibrium by a bias 
voltage. We conjectured that the leading finite-time corrections are logarithmic in tm with 
a coefficient universally related to the long time limit. We provided detailed numerical 
evidence for this with reference to the self-dual interacting resonant level model. This 
model further contains a phase transition associated with the fractionalization of charge at 
a critical bias voltage. This transition manifests itself technically as branch points in the 
CGF. We provided numerical results of the dependence of the CGF on measuring time for 
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model parameters in the vicinity of this transition, and thus identified features in the time 
evolution associated with the phase transition itself.  
 
Many-Body Localization Quantum Phase Transitions: we applied the real space 
renormalization technique to analyze a novel class of localization transitions in disordered 
quantum systems. We were particularly interested in how long-range interactions 
between the quantum degrees of freedom affect such transitions. This is for example 
relevant for interacting surface defects, i.e., 
randomly placed atoms on semiconductor or 
metal surfaces. More precisely, we studied 
the anisotropic Heisenberg model with long- 
range interactions, decaying with a power α, 
which are generated by placing spin sites at 
random positions along a chain. The real 
space renormalization method permits a 
large-scale finite-size analysis of systems 
with up to 256 spins, along with a disorder 
average over up to 300,000 realizations. 
Analyzing the distribution of the first excitation energy from the ground state, we 
identified a critical power-law decay where the distribution function becomes critical, 
separating an insulator phase at larger α where the distribution is Poissonian, and a 
metallic state at smaller α, where it follows the Wigner surmise. In this figure, we show the 
distribution functions of the lowest excitation gap for various decay exponents α. Here the 
distribution functions are fitted by various analytical functions that are known from 
random matrix theory. These include the IRFP (infinite randomness fixed point) as α -> ∞,   
Poisson (localized) for α > αc, a critical distribution function at α = αc, and the Wigner 
surmise for α < αc.  
 
Small quench dynamics as a probe for trapped ultra-cold atoms: Furthermore, we 
studied finite systems of bosons and fermions described by the Hubbard model, which can 
be realized by ultra-cold atoms confined in optical lattices. The ground states of these 
systems typically exhibit a coexistence of compressible superfluid and incompressible 
Mott insulating regimes. We have analyzed such systems by studying the out‐of‐
equilibrium dynamics following a weak sudden quench of the trapping potential. In 
particular, we have shown how the temporal variance of the site occupations reveals the 
location of spatial boundaries between compressible and incompressible regions. We have 
demonstrated the feasibility of this approach for several models using numerical 
simulations. We first considered integrable systems, hard‐core bosons (spin-less 
fermions) confined by a harmonic potential, where space separated Mott and superfluid 
phases coexist. Then, we analyzed a non-integrable system, a J‐V ‐V′ model with coexisting 
charge density wave and superfluid phases. We found that the temporal variance of the 
site occupations is a more effective measure than other standard indicators of phase 
boundaries such as a local compressibility. Finally, in order to make contact with 
experiments, we proposed a consistent estimator for such temporal variance. Our 
numerical experiments have shown that the phase boundary is correctly spotted using as 
little as 30 measurements. Based on these results, we we able to argue that analyzing 
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temporal fluctuations is a valuable experimental tool for exploring phase boundaries in 
trapped atom systems.  
 

Future Plans 
 
We are continuing our study of quenches of quantum systems towards non‐equilibrium 
steady states, such as states carrying a DC current in quantum dots. Our past work has 
shown strong numerical evidence of the existence of 1/t universal corrections to the DC 
current and noise (in fact, the full counting statistics), and we are currently working to 
justify this result analytically and explore its range of validity across various models. 
Needless to say, the existence and universality of 1/t corrections is fascinating physically, 
and opens the door to powerful new methods of analysis of numerical data.  
 
We are also currently working on the understanding of crossovers in ordinary quantum 
quenches, such as the crossover in the entanglement between two conductors when a 
weak link is suddenly turned on between them. It is then expected that the corresponding 
physics is universal on scales of the order of a Kondo temperature, but very little evidence 
for this exists so far. Our work is based on analytical calculations using the form‐factor 
technique (generalizing our previous work on the Loschmidt echo) as well as on direct 
numerical calculations. We are also working on similar problems in the disordered case ‐ 
such as the infinite disorder phase of random XX spin chains ‐ where the existence of a 
single crossover scale is also suspected. The problem will have direct applications to the 
physics of disordered Kondo systems. 
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Symmetry in Correlated Quantum Matter 

Principal investigator: Michael Hermele 

Department of Physics, University of Colorado Boulder 

Boulder, CO 80309 

Keywords: topological phases of matter, strongly correlated materials 

 

Project Scope 

The over-arching goal of this project is to elucidate the role symmetry plays in correlated 

quantum matter. This includes both the role symmetry plays at the microscopic level, and its role 

in the universal properties of quantum phases of matter – both are significant in the physics of 

correlated materials. Selected specific issues addressed by recent and current work include: 1) 

Solving the problem of classifying symmetry protected topological phases with point group 

symmetry and identifying some physical properties of such states. 2) Developing theories of 

symmetry fractionalization in three-dimensional topologically ordered phases and for non-

symmorphic crystalline symmetry. 3) Identification of quantum spin liquid states that can be 

realized in systems of novel magnetic degrees of freedom, and development of theories of their 

properties.  

Recent Progress  

Below are some highlights of progress made from the beginning of this project in August 2015. 

A comprehensive publication list for the past two years, also including work supported by the 

PI’s previous DOE BES grant that ended in April 2015 (DE-FG-02-10ER46686), is included 

below. 

Topological phases protected by point group 

symmetry. The PI, with Hao Song (former graduate 

student), Sheng-Jie Huang (graduate student) and 

Liang Fu, solved the problem of classifying 

symmetry protected topological (SPT) phases 

protected by crystalline point group symmetry, 

without making any assumptions about the strength 

of interactions. SPT phases are generalizations of 

topological insulators to symmetries beyond 

charge conservation and time reversal, and to 

include states that have no band theory 

description. Developing a theory of point group 

SPT (pgSPT) phases is important because the 

Topological phases protected by mirror symmetry in 

three dimensions can be reduced to lower-

dimensional states located on the mirror plane. 

(From #7 in publication list, arXiv:1604.08151.) 

 

133



protecting symmetries occur in real solids, so that pgSPT phases may be realized in materials. 

Indeed, this has already been successful with topological crystalline insulators, which have been 

found in SnTe following the prediction of Hsieh et. al.  Our work lays the foundation for efforts 

to realize beyond-band-theory pgSPT states in materials, and to predict associated physical 

properties. 

Our approach applies in arbitrary spatial dimension, for bosonic and fermionic systems, and is 

based on a physically transparent reduction to lower-dimensional topological phases with 

internal symmetries. We showed that, surprisingly, pgSPT phases can always be thought of as 

stacks and arrays of such lower-dimensional states, and this provides a useful window into 

physical properties and provides clues about realization. This work has been submitted to PRX. 

Symmetry fractionalization in three dimensions.  The PI and Xie Chen developed a theory of 

symmetry fractionalization in three dimensions, for phases such as Z2 quantum spin liquids. The 

crucial new contribution is to understand the fractional action of symmetry on vortex-loop-like 

excitations, which we understood in terms of dimensional reduction to 2d. This work, which has 

been submitted to PRB, may be expected to lead to new insights into types and properties of 

three-dimensional spin liquid phases.  

Non-symmorphic symmetry fractionalization.  The 

PI, with S. Parameswaran and S. B. Lee, developed a 

theory of crystal symmetry fractionalization for non-

symmorphic space groups, focusing on a particular 

example of a Z2 spin liquid on the 2d Shastry-

Sutherland lattice. One outcome is a set of signatures of 

such symmetry fractionalization that can be used in 

numerical simulations. There may be applications to 

quantum magnets with non-symmorphic symmetry, 

which we are considering. Our work has been 

submitted to PRB. 

 

 

 

 

 

 

An orbital order pattern with non-symmorphic space 

group symmetry. One of the models for non-

symmorphic symmetry fractionalization studied in 

#8 of the publication list (arXiv:1605.08042) is 

based on this pattern. 
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Theory of quantum kagome ice. The PI and Yi-Ping Huang (graduate student) have developed 

a theory of quantum kagome ice as a Z2 quantum spin liquid. Quantum kagome ice is an 

apparent spin liquid state reported in recent numerical simulations of Roger Melko and 

collaborators, in a model of dipolar-octupolar doublets on the kagome lattice, study of which was 

inspired by prior studies of the PI, Huang and former postdoc Gang Chen (which were supported 

by the PI’s previous DOE BES grant). Assuming quantum kagome ice is a Z2 spin liquid, we 

have identified which Z2 spin liquid it is most likely to be, and worked out some of its physical 

properties having to do with symmetry fractionalization, that can be computed in future 

numerical simulations, to confirm or rule out our theory. A manuscript on this work is being 

finalized for submission. 

Future Plans 

Realization and properties of topological phases protected by point group symmetry. The 

PI will build on the classification of point group symmetry protected topological phases to 

identify particularly promising examples of such states, to explore and suggest possible 

realizations of these states, and to elucidate their properties. Approaches will include developing 

bulk and surface field theories of these states, and connecting these field theories to microscopic 

models. Another approach we will pursue exploits the fact that point group SPT phases can be 

thought of as stacks and arrays of lower-dimensional phases, to explore the possibility of 

engineering such states in heterostructures or arrays of quantum wires. We will also consider the 

properties of topological crystal defects (i.e. dislocations and disclinations) in point group SPT 

phases. 

Topological phases protected by space group symmetry. The PI will work to extend the 

classification of point group SPT phases to describe strongly interacting topological phases 

protected by full space group symmetry. This is expected to be especially fruitful in the case of 

non-symmorphic symmetries. 

Symmetry enriched topological phases with point group symmetry. The PI will extend the 

classification of point group SPT phases to topological phases with exotic bulk excitations (i.e. 

anyons), such as gapped quantum spin liquids and fractional Chern insulators. This work may 

lead to new examples of such states and new insights into their properties. 
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Quantitative Studies of the Fractional Quantum Hall Effect 
 
Principal investigator: Professor Jainendra Jain 
Department of Physics, 104 Davey Lab, Penn State University, University Park, PA 16802 
jkj2@psu.edu 
 
 

Project Scope 
  
The objective of this program is to achieve an understanding of the fractional quantum 
Hall effect (FQHE) at a detailed quantitative level. Certain topological properties of 
candidate fractional quantum Hall states can be described through an effective field 
theory. However, the effective field theory does not tell us whether the fractional quantum 
Hall state will actually occur in nature for a realistic interaction, and it also does not 
provide quantitative predictions for many experimentally measurable quantities such as 
excitation gaps or spin polarization. Such quantitative comparisons with experiments are 
crucial for substantiating our understanding of the FQHE and can also reveal new puzzles. 
Fortunately, the FQHE is a strongly correlated system where it has been possible to make 
progress toward a quantitative understanding.  
 

Recent Progress 
 
All publications supported by DOE during the period 2014-2016 are listed at the end. We 
highlight some of the prominent results here. 
 
Unconventional FQHE: In [1], we have made a convincing case that certain delicate FQHE 
states, such as that at 4/11, do not subscribe to any known type of FQHE but signify a new 
underlying structure. The actual wave function for this state is an open problem, but it is 
topologically distinct from the more obvious candidates. 
 
FQHE for bosons: We have studied FQHE of bosons in 
anticipation of its realization in cold atom systems 
[6,13,15]. We have proposed that the quasiholes of a FQHE 
state can be conveniently captured and manipulated by the 
insertion of a few test bosons in the system. In particular, 
we have proposed [6] that it should be possible to measure 
the relative angular momentum of a pair of test bosons, 
which should have a fractional value under appropriate conditions. A measurement of 
fractional relative angular momentum will serve as a direct evidence for fractional 
statistics. Experimentalists are interested in pursuing our proposal.  We have also shown 
[15] how two bosons can be put into topologically distinct qubits inside a non-Abelian 
state, but that would require an exquisite control over the interaction.  
 
FQHE in graphene: We have focused on FQHE in graphene for three reasons. One, finite 
thickness corrections are negligible for graphene FQHE, and it may therefore offer an 
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opportunity for a more accurate comparison between theory and experiment than GaAS 
based quantum wells (where the finite width of the quantum well leads to significant 
quantitative corrections).  In [16], we evaluate the phase diagram of spin polarization for 
FQHE in graphene. Secondly, experiments have suggested a surprising possibility that 
FQHE in the n=1 Landau level of graphene may involve the spin degree of freedom up to 
very high magnetic fields. We showed in [19] that, in contrast to the n=0 Landau level, the 
FQHE states in the n=1 Landau level of graphene are fully spin polarized even at zero 
Zeeman energy.  This conclusion ought to be experimentally testable. Finally, graphene has 
now begun to show extensive FQHE, and may replace GaAs based systems in the future. 
 
Effect of Landau level mixing: The article [4], 
which is primarily an experimental article, showed 
that the spin phase transitions are a very sensitive 
tool for studying the breaking of particle hole 
symmetry due to Landau level mixing. In particular, 
this article found that the spin phase transitions at 
filling factors 3/5 and 7/5 occur at very different 
values of the  Zeeman energy,  even though particle 
hole symmetry within the lowest Landau level 
would predict the same values. In [21], we have 
studied this issue in a diffusion Monte Carlo approach, which treats Landau level mixing in 
a non-perturbative fashion, and found excellent agreement with experiments. (In the 
attached figure, the colored circles are from our theory including both finite thickness and 
Landau level mixing corrections and stars are from experiments. The black circles are 
from an ideal theory that assumes zero thickness and no Landau level mixing.) 
 
Luttinger theorem for composite fermions: Composite fermions form a Fermi sea at 
half filling. Slightly away from half filling, there is an ambiguity regarding the size of the 
composite fermion Fermi sea: It can be equal to the number of electrons or the number of 
holes in the lowest Landau level. Experimental measurements of the Fermi wave vector of 
composite fermions found that the answer is closer to the smaller of the two numbers. In 
[17] we evaluated the Fermi wave vector from the microscopic theory and found that the 
result is consistent with experiments. Our work also suggests a slight violation of the 
Luttinger theorem, which states that the area of the Fermi sea is equal to the number of 
particles.  
 
Fractionally charged skyrmions: For sufficiently low Zeeman energies, the lowest 
energy excitation at filling factor 1 is not a spin reversed electron but a skyrmion. Similar 
physics was proposed also at 1/3, but under much more restrictive conditions. In Ref. [18], 
which is a joint theory-experiment collaboration, we showed that the smallest skyrmion 
exists in the excitation spectrum for a much larger range of parameters, and identified 
certain sub-Zeeman energy modes with these skyrmions. We found excellent agreement 
between the predicted and the measured binding energies of the skyrmion.  
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Future Plans 
 
I briefly describe my plans for the near future. 
Fixed phase diffusion Monte Carlo studies of FQHE: My student Yuhe Zhang has 
developed a fixed phase diffusion Monte Carlo code to study the role of finite width and 
Landau level mixing on various quantities. We have recently applied this method to the 
issue of spin polarization transitions in FQHE, and found that corrections due to finite 
width and Landau level mixing can be significant. Yuhe Zhang will study many other 
quantities with this approach, including excitation gaps and collective mode energies, the 
competition between Pfaffian and antiPfaffian for the 5/2 FQHE, and the phase transition 
from a FQHE state into a crystal phase with increasing Landau level mixing. We will also 
extend the fixed phase diffusion Monte Carlo method to treat graphene. 
 
Density functional theory for composite fermions:  We will develop a density 
functional theory for fractional quantum Hall effect, to treat systems in the presence of a 
non-uniform external potential. To this end we will need an accurate exchange correlation 
potential for which we will employ the composite fermion theory. The density functional 
theory will be used to determine the density profile at the edges of FQHE states, and also 
the density modulation of the composite fermion Fermi sea when exposed to a periodic 
potential (motivated by recent Princeton experiments that create such a potential by 
realizing a Wigner crystal in a nearby layer). We will also look for solutions containing 
stripes and bubble crystals.  
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Targeted Band Structure Design and Thermoelectrics Materials Discovery Using 
High-Throughput Computation  
 
Principal investigator: Anubhav Jain 
Energy Technologies Area, Lawrence Berkeley National Laboratory 
Berkeley, CA 94720 
ajain@lbl.gov 
 
Project Scope 
  
This project aims to (i) generate large simulation data sets of electronic structure and 
transport, (ii) apply statistical analysis and data mining techniques to these data sets 
understand how the electronic band structures of materials can be rationalized and 
controlled, and (iii) design and discover new thermoelectric materials. Sub-projects 
include developing and benchmarking theoretical tools (e.g., density functional theory and 
related methods) for accurate band structure and transport calculations, developing a 
high-throughput computing environment capable of executing millions of calculations at 
national supercomputing centers, establishing relevant chemical and structural 
descriptors that are predictive of features of the band structure, and working with 
experimental partners to identify and optimize new thermoelectric materials. 
 
Recent Progress 
Below are some highlights from the initial year of funding: 
 
Database of electronic transport coefficients – We calculated a database of electronic 
transport properties (currently ~50,000 records) based on solving the Boltzmann 
transport equations (using the BoltzTraP software) using density functional theory band 
structures from the Materials Project (MP) database. The data includes computations of 
electronic conductivity, Seebeck coefficient, power factor, and electronic contribution to 
thermal conductivity. A manuscript (in preparation) will distribute the full data set 
publicly. We validated the transport calculations versus known experimental data, 
investigating two broad issues in accuracy. The first class of problems stem from the 
underlying band structure, for example due to well-known accuracy problems with 
GGA/GGA+U band gaps. A second class of problems originates in the electronic transport 
theory; the most severe of these is the constant relaxation time approximation used by 
BoltzTraP code. In the case of the Seebeck coefficient, discrepancies between theory and 
experiment largely originate from issues in the underlying band structure, whereas for the 
electronic conductivity, the constant power factor approximation is the dominant source 
of error. These results, plus a broader analysis of the electronic transport data set, were 
published in Journal of Materials Chemistry C. 
 
Identification and experimental verification of YCuTe2 thermoelectric material –  
The database of electronic transport properties discussed in the previous section, and 
including further calculations such as minimum thermal conductivity via the Cahill model, 
was used to identify materials in the database with promising thermoelectric properties 
that remain unexplored by the thermoelectrics community. One of these materials, 
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YCuTe2, was targeted due to (i) reasonable thermoelectrics possibility in the calculation 
database (zT reaching ~1.0-1.5, depending on assumptions made), (ii) known low thermal 
conductivities of copper chalcogenides and potential for liquid-like Cu phonon scattering 
mechanisms, and (iii) a good match to the synthesis capabilities of our collaborators 
(Snyder group at Northwestern). 

  
Figure 1 Projected band structure (top-left) and band structure with spin-orbit effects included (bottom-left) of 
YCuTe2. Spin-orbit coupling breaks the degeneracy between Gamma and A points, such that the attainable zT is 
expected to reach 1.5 (top-center) in the absence of spin-orbit coupling but only ~1.0 with its inclusion (bottom-
center). The experimental zT of ~0.75 (right) is lower than the theoretical prediction due to insufficient carrier 
concentration. This material represents a new thermoelectrics candidate identified by high-throughput 
computational screening. 

Experimental synthesis and characterization of this material confirmed a zT reaching as 
high as 0.75 (Figure 1). In particular, a very low lattice thermal conductivity of 0.43 W m-1 
K-1 was measured in experiments. Further computational characterization of the YCuTe2 
material is ongoing to understand the origin of low thermal conductivity and to probe 
whether targeted dopants might enhance the carrier concentration to further improve zT. 
The results of this study were published in the Journal of Materials Chemistry A. 

 
Data mining analysis of electronic structure – Preliminary work has been initiated 
towards the use of data mining techniques to understand electronic structure. The 
database of 50,000 compounds for electronic transport was used to uncover broad trends, 
such as the fact that oxide materials tend to have lower power factors than sulfides, 
selenides, and tellurides, even after fully controlling for factors such as the relaxation time 
and doping level (Figure 2). Thus, there exists some fundamental property of oxide band 
structures that make them poorer thermoelectrics; understanding these reasons more 
clearly could help in designing exceptions to the rule and developing earth-abundant oxide 
thermoelectrics. 

 
Figure 2 Left: Violin plots depicting the distribution of computed maximum power factor under a fixed 
relaxation time approximation across compounds in the MP database, separated by anion type. The red lines 
indicate the median computed power factor for different anions. The distribution of power factors for tellurides 
tends to be higher than that for selenides and sulfides, which are in turn higher than those of oxides. Right: 
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Pairwise probability for the ionic orbital listed to the left to have a greater contribution to a band edge (in this 
case, conduction band minimum) than the ionic orbital listed at the bottom. This can be used to predict how 
compositional substitution can affect band character. 

One contribution towards more rationally designing electronic properties would be to 
better understand how orbital interactions give rise to the band structure of materials and 
to be able to predict what types of interactions will dominate the band edges, which are 
most responsible for transport properties. Differences in orbital character of the valence 
and conduction bands will furthermore be major factors in determining valley degeneracy 
and band gap. In one sub-study, we used machine learning techniques to predict the 
orbital character of the valence band and conduction band in arbitrary materials (Figure 
2). Integration of the results of this study with the thermoelectrics screening should yield 
better insights into chemistry-based differences in thermoelectrics performance. 
 
Open source software toolkit development – We developed and extended several open-
source software tools that will help enable high-throughput computing and data mining 
for the broader materials research community: 

 FireWorks is a workflow software for high-throughput calculations primarily 
authored by PI Jain and that was initially funded by the Materials Project center. In 
the past year, there have been 284 new commits to FireWorks. Major features 
include (i) support for Argonne Leadership Computing Facility via the Cobalt job 
submission manager, allowing calculations to run on some of the largest DOE 
supercomputers (ii) new reporting features that generate statistical reports on jobs 
and workflows, and (iii) an “introspection” option that can help identify parameters 
responsible for failing jobs. More information on FireWorks, including source code 
download, is available at [http://pythonhosted.org/FireWorks]. 

 MatMethods is a new open-source software developed in the past year that 
contains explicit workflows for calculating the properties of materials (currently 
focusing on DFT and related methods; extensions for classical molecular dynamics 
are being developed by collaborators). MatMethods contains specific workflows for 
computing the band structure, spin-orbit coupling effects, hybrid functional band 
gaps, ab initio molecular dynamics, elastic properties of materials, and optical 
properties of materials – all fully automatically and scalable to million of workflows 
and deployable on a range of computing environments. More information, including 
the source code, is available at [http://pythonhosted.org/MatMethods].  

 MatMiner is a new open-source software initiated in the past year that is intended 
to make it possible for materials scientists to quickly and easily employ data mining 
to understand materials property data. The core features of MatMethods are (i) 
loading data from a variety of platforms (e.g., Materials Project, the Citrination 
platform, MongoDB databases, etc.) into the Pandas statistical data format, (ii) 
development of a library of descriptors that can be used to relate crystal structure 
input properties to output properties, (iii) integration with the scikit-learn library 
for machine learning, and (iv) visualization and data analysis tailored to materials 
science applications. The source code of MatMiner can be found at: 
[http://www.github.com/hackingmaterials/MatMiner]. 
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Future Plans 

 
Develop more accurate methodologies and software for electronic transport 
calculations – We have recently begun pursuing two strategies for more accurate 
calculation of electronic transport properties in high-throughput. The first strategy is to 
employ functionals expected to produce more accurate results than GGA/GGA+U.  The 
second strategy is to develop a new method for computing electronic transport properties 
that is capable of including realistic scattering models based on calculated data (e.g., polar 
optical scattering) and that avoids many limitations of the constant relaxation time model; 
preliminary results indicate much greater accuracy than the standard BoltzTraP code. 
 
Develop a library of descriptors that can be used to build predictive models of how 
crystal structure and composition influences band structure – We have begun 
developing a library of compositional descriptors that can be used for data mining 
purposes within the MatMiner library. Structural descriptors, and in particular local 
environment analysis, are currently in the benchmarking phase. These descriptors will 
make it possible to employ statistical learning and data mining techniques to extract 
insights from the large database of electronic structure and transport properties. 
 
Continue screening / search for new thermoelectric materials and expanding the 
database of electronic transport properties – Calculation of electronic structure and 
transport, as well as identification of promising thermoelectrics materials, is ongoing and 
will continue into the future. 
 
Publications 
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Meredig B., White M.A., Persson K.A., Jain A., Understanding Thermoelectric Properties from High-
Throughput Calculations: Trends, Insights, and Comparisons with Experiment, J. Mater. Chem. C, 2016, 4, 
4414-4426 
 
2. Aydemir U., Pohls J.-H., Zhu H., Hautier G., Bajaj S., Gibbs Z.M., Chen W., Li G., Ohno S., Broberg D., Kang S.D., 
Asta M., Ceder G., White M.A., Persson K., Jain A., Snyder G.J., YCuTe2: A Member of A New Class of 
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Mapping and Manipulating Materials Transformation Pathways and Properties 

Principal investigator: Duane D. Johnson 
Ames Laboratory, and Dept. of Materials Science & Engineering, Iowa State University 
Ames, IA 50011-1015 
ddj@ameslab.gov  

Project Scope 
Our primary goal is to explore, explain, and control the unique properties and phase 
transformation in complex materials, particularly correlated, responsive properties involving 

alloying, chemical disorder and defects, magnetic (paramagnetic and non-collinear spin) 
correlations, applied fields, and electronic effects, such as Fermi-surface and dispersion driven 

phenomena. To design multicomponent materials and tailor their functionality, and guide 
synthesis and characterization, we are developing and applying unique electronic-structure-
based, thermodynamic techniques to quantify stability and properties by mapping global solid-
solid transformations (e.g., between competing long-range order (LRO) states) and local 
structural instabilities (e.g., short-range order (SRO) or order-disorder transitions). Applications 
are mainly on novel, complex multicomponent alloys and responsive materials, such as shape-
memory alloys, high-entropy alloys, nanoalloy catalysts, iron-arsenide superconductors and 

topological insulators. Examples of phenomena studied include: (i) properties and 
transformation paths in shape-memory alloys, with newly predicted structures; (ii) stability and 

SRO in high-entropy alloys, including ordering transitions; (iii) stabilizing topological systems 
and identifying new properties, like Dirac node arcs; (iv) alloying and magnetic effects in Fe-As 
systems, such as spin waves, Lifshitz transitions, and quantum critical phenomena. 

We are advancing thermodynamic linear-response theory to predict SRO involving coupled 

electronic, chemical, magnetic, and structural fluctuations in complex N-component systems. 
We are mapping solid-solid transformation pathways (enthalpies and barriers) between states, 

including by extending solid-state nudged-elastic band methods to incorporate magneto-
volume collapse and chemical disorder. With magnons included we can address, e.g., doped-

BaFe2As2; magnets with magneto-structural transitions; and skyrmion-type systems. Jointly, 
these methods uniquely assess global and local stability between competing structures and 

synthesis routes, revealing opportunities to manipulate properties. These innovative methods 
predict and interpret origins of properties in coupled, complex materials to tailor functionality. 

Recent Progress 
Below are some highlights of progress made in the past 2 years (a more comprehensive 
publication list is appended at the end).   

Short-Range Order and Incipient Long-Range Order in High-Entropy Alloys – We use Green’s 
function KKR-CPA electronic-structure methods to address thermodynamics in ordered, 

partially disordered and fully disordered systems. Relative stability and order-disorder phase 
transitions (chemical and magnetic) are determined by formation enthalpies. Interestingly, 

thermodynamic linear-response theory can be done analytically using the homogeneous 
disordered state as a reference (Landau-like theory), and the resulting second-order variations 
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of the free-energy [the chemical stability matrix, Sλμ(q;T)] for λ-μ pair-exchange for an ordering 

wave with periodicity q on the underlying Bravais lattice. This energy cost can be numerically 
evaluated for any number of alloying components (i.e., an N-component alloy, such as high-

entropy alloys), including with magnetic disorder. The eigenvectors and eigenvalues of Sλμ(q;T) 
reveal all competing chemical ordering (or clustering, q=(000)) modes, including low-energy 

(favorable) modes, similar to phonons that reveal low-energy vibrational modes. The 
temperature-dependence is weak, and arises from Fermi factors. Eigenvectors describe the 
allowed low-energy order, predicting competing phases and energy scales. [1]  

Analytically, Sλμ(q;T) determines the N(N-1)/2 distinct Warren-Cowley pair correlations, i.e., 

𝛼
𝜆𝜇

–1
(q,T)=[(𝛿𝜆𝜇 − 𝑐𝜇) (𝛿𝜆𝜇 +

𝑐𝜇

𝑐𝑁
)] − (𝑘𝐵𝑇)

−1(𝛿𝜆𝜇 − 𝑐𝜇)S
λμ(𝐪;T). Hence, Sλμ(q;T) reveals the 

short-range order (SRO) in an N-component alloy.  For N>3, a single pair correlation typically 
dictates SRO, but multiple Warren-Cowley SRO parameters will exhibit the same peak, due to 

the above inversion and probability conservation. Hence, pair correlations do not necessarily 
distinguish the dominant interactions that drive SRO and phase transitions, but we can! [1]  

Figure 1 (top) gives the relative global stability of Alx(CoCrFeNi)1-x high-entropy alloys (N=5) 
from formation enthalpies for A1 (fcc) and A2 (bcc) phases calculated using KKR-CPA 

(MECCA2.0 code). For A1, the SRO is clustering (segregation) tendency; for A2, SRO is B2 like 
driven by Al-Ni interactions, Figure 1 (bottom).[1] The two-phase (A1+A2) region is observed, 
and shows competing effects. Our work was highlighted in Nature News (Nature 533, 306–307 

(2016) 10.1038/533306a). These electronic-structure-based thermodynamic calculations were 
used to develop improved semi-empirical potentials for use in LAMMPS molecular dynamics 

code to assess mechanical responses of high-entropy alloys and their dynamics, which are 
useful for technological applications.[2] 

 

Figure 1 For Alx(CoCrFeNi)1-x high-entropy 
alloys (N=5), with x=Δ/5. 

(top) KKR-CPA calculated formation 
enthalpy for A1 and A2 phases, with a 
two-phase (A1+A2) region from 0.5 < Δ < 
1.25, which matches experiment well. 

(bottom) For A2 phase, N(N-1)/2=10 
unique Warren-Cowley SRO parameters 
in Laue units calculated at 10% above the 
spinodal temperature.  For Sλμ(q) in lower 
plot, positive values indicate the 
favorable modes that will go unstable.  As 
is clear, the Al-Ni pair is driving order with 
an H=(111) mode, indicating B2-type 
short-range order. NOTE: Besides Al-Ni, 
both the Al-Co and Al-Fe also exhibit a 
correlation in the Warren-Cowley pair 
correlations at H, not due to physics. 

 

146

http://dx.doi.org/10.1103/PhysRevB.93.020104


Transformation Pathways and Transition States in Shape-Memory System – We have 

developed the first complete atomic-scale view of structural transformations responsible for 
shape-memory effect in Nitinol (Ni-Ti) alloys, which “remember” their original shape and 

respond to heat to produce desirable shape changes. Despite its industrial popularity, the 
underlying physics and atomistic mechanics have remained unclear for 50 years. The shape-

memory effect is controlled by transformations mostly between high-temperature (austenite) 
and low-temperature (martensite) structures. To elucidate the path of shape change, 
structures, and transition states, we employed a generalized solid-state nudged elastic band 
(GSS-NEB) method that properly handles the mechanics of solid-solid transformations,[3] co-
developed earlier with G. Henkelman (U. of Texas – Austin) and now  a worldwide standard.  

Identifying the origin of this technologically useful effect provides vital information for 

synthesizing and designing new shape-memory materials. Predicted transformations include a 
previously unidentified stable austenite structure (not B2), kinetically-limited intermediate R’ 

structures, and B19’ martensitic variants.[3,4,5]  We predicted a new structure for austenite, a 
“phonon glass” hexagonal-like structure with large isotropic displacements with broad 

distribution of sizes correlated over ~3Å, [4] which appears B2 (on average) in diffraction. The 

displacements are up to 20% of the average B2 lattice constant, much larger than the 
Lindeman criterion for melting!  Overall, the calculated latent heat, diffraction, phonon density 

of states all agree well with experiments. We continue to apply these techniques to other 
critical systems, e.g., Ti [6], chosen for 2016 Physical Review B Kaleidoscope. 

 

Figure 2a. NiTi shape-memory 
transitions [Ni, yellow; Ti, blue]: Body-
Centered Orthorhombic (BCO) 
groundstate, R’ phases, new austenite 
(hex-like phonon-glass) structure, and 
martensite (BCO) variants. 

 

Figure 2b. Austenite-to-Martensite minimum 
enthalpy pathways (MEP) for transitions. B2 is 
unstable. The small Aus.-to-Mart. barrier gives 
observed hysteresis. MEP slope gives driving force for 
transformations, so, R’ is a sluggish transformation, 
as observed. The angle for B19’ is between 90–110 
degrees along MEP, as observed. BCO-to-BCO MEP 
involves multiple martensite variants, as observed, 
with a twinned martensite at the transition state. 

Transformation Pathways in Magnetic Systems with Pressure – We extended the proper GSS-

NEB method to address correctly magneto-structural transitions, controlled by non-conserved 
order parameters, wrong in all other NEB and related methods.[7,8] We applied this to 

pressure-induced bcc-to-hcp transformations in Fe, explaining all experimental results, and 
showing that not all pressures used are hydrostatic. All the codes are available [4,7,8]. 

We have applied these electronic-structure methods to broad classes of other systems to 

support ongoing BES-funded programs, such as discovering Dirac Node Arcs [9]; predicting 

B2 
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Lifshitz transitions and alloying in Fe-As superconductors [10-11]; line-compound catalyst 

[12,13]; Devil’s staircase ordering on wetting layer [14]; spin gapless semiconductors [15]; and 
we develop methods [4,7,16-21] to predict accurate structural and thermodynamic properties. 

Future Plans 
Chemical SRO and Incipient LRO in Multisublattice Complex Systems – We are extending the 

electronic-structure-based thermodynamic techniques to general multisublattice, partially 
ordered systems, e.g., non-groundstate Fe-As systems, ferroelectrics, and caloric materials. 

Coding and testing is underway.   

Magnons – in collaboration with Bill Shelton (LSU), we will add spin-spin linear-response 
(magnon) susceptibility capabilities to MECCA2.0. Besides revealing direct electronic origins for 

phenomena, magnetic SRO pre-define supercells needed below Curie/Neél temperatures, 
eliminating supercell “guesswork” required with other methods unable to address symmetric 

high-temperature states with disorder.  This can be combined atomic SRO. 
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Project Scope 

  

The primary goal of this project is to advance the theory, implementation and practical 

application of high-accuracy ab initio many body quantum Monte Carlo (QMC) methods. We 

therefore aim to accelerate the discovery and characterization of advanced materials, 

particularly those were existing methods such as density functional theory are known to be 

unreliable in practice. The project is organized around developers and users of the open-source 

QMC package QMCPACK. The project specifically supports methods development and 

applications, aims to foster the collaborations among developers and users, and to educate new 

computational materials scientists. The intended outcomes include software, efficient 

workflows, and data repositories as well as scientific applications.  

 

Recent Progress 

 

Below are two highlights of recent progress applying QMC to materials that challenge 

conventional electronic structure methods. Our experience applying QMC to these materials 

helps focus the tools and methods development that are essential to improve the applicability 

and accuracy of QMC techniques.   

 

Phase stability of TiO2 polymorphs – Titanium dioxide, TiO2, has multiple applications in 

catalysis, energy conversion and memristive devices because of its electronic structure. Most of 

these applications utilize the naturally existing phases: rutile, anatase and brookite. Despite the 

simple form of TiO2 and its wide uses, there is long-standing disagreement between theory and 

experiment on the energetic ordering of these phases that has never been resolved. Standard 

local and hybrid DFTs generally disagree with experiment, giving anatase as the lowest energy 

structure. Solving this disagreement is an important demonstration of the role we hope QMC 

can provide, and is an important step to predicting the phase stability and properties of more 

complex and less well characterized oxides. 

We performed the first analysis of phase stability at zero temperature using fixed node diffusion 

Quantum Monte Carlo (DMC) method. We optimized the nodal surface via using orbitals from 

DFT+U calculations with the U chosen to produce the lowest variational DMC energy. We also 

took care to converge the convergable technical details of the calculations – time step error and 

supercell size. This methodology has been shown by us and other QMC practitioners to give 

highly accurate results when compared to experimental results for many challenging oxides 

including FeO, superconducting cuprates, VO2, and MnO2. 
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Surprisingly our QMC calculations find that anatase is the most stable phase at 0K, consistent 

with many previous mean-field calculations. However, when we also include the effects of 

temperature by calculating the Helmholtz free energy including both internal energy and 

vibrational contributions from density functional perturbation theory based quasi harmonic 

phonon calculations, rutile becomes the most stable phase at elevated temperatures. For all finite 

temperatures, brookite is the least stable phase.  

The fact that our QMC obtains anatase as the most stable phase at 0K suggests that commonly 

used density functionals might be qualitatively correct in giving this energetic ordering between 

anatase and rutile: it should not be automatically assumed that these calculations are in error, 

and we caution against using prediction of rutile as most stable at 0K to validate new electronic 

structure methods.  

There are two sources of systematic error 

remaining in our zero-temperature QMC 

calculations that prevents them from being 

exact. First, the calculations are subject to the 

fermion sign problem and the error that results 

from using fixed node DMC. Ideally the nodal 

structure of the trial wave functions would be 

more fully optimized in QMC, and we are 

working to add this capability to QMCPACK 

in a robust form. Second, because we utilize 

pseudopotentials we must be concerned with 

the fundamental accuracy of the 

pseudopotential construction and the locality 

errors that result when evaluated in DMC. We 

expect considerable error cancellation because 

all of the polymorphs have, by definition, 

exactly the same composition. The locality 

error can be reduced by more accurate trial 

wave functions, e.g. using methods inspired 

by quantum chemistry. Finally, the results for 

finite temperatures would presumably be more 

accurate if QMC methods could be used for 

the lattice dynamics; however, this is at 

present not possible.  

 

 

  

Figure 1: The Helmholtz free energy of rutile, anatase 

and brookite as a function of temperature. All the values 

are shifted by -90.6241 Ha, the Helmholtz free energy 

of anatase at 0 K. The energy differences between 

brookite and rutile at 0–400 K, and between anatase and 

rutile at 450–850 K are provided in the insets (a) and 

(b). The energy of brookite is always larger than that of 

the other two solids, while the energy of rutile becomes 

lower than that of anatase at 650±150 K. The error bars 

indicate the statistical uncertainty due to the QMC data 

used for the 0K energy differences.  
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Nature of the interlayer interaction in bulk and few-layer phosphorus – There is the large 

interest in understanding and correctly describing the nature of the weak interlayer interaction in 

layered systems such as few-layer graphene, transition metal dichalcogenides and few-layer 

phosphorene. Phosphorene displays ahigh and anisotropic carrier mobility and a robust band gap 

that depends sensitively on the in-layer strain. Progress in device fabrication indicates clearly 

that phosphorene holds technological promise. However, because the fundamental band gap 

depends sensitively on the number of layers, understanding the nature of the interlayer 

interaction is particularly important.  

We studied the nature of the interlayer interaction in layered black phosphorus using fixed node 

DMC, which treats covalent and dispersive interactions on the same footing. The methods has 

previously been shown to accurately predict the binding energies of graphite, while chemical 

accuracy is attainable for small van der Waals (vdW) molecular complexes. Unlike in true vdW 

systems, we find that the interlayer interaction in few-layer phosphorene is associated with a 

significant charge redistribution between 

the in-layer and interlayer region, 

caused by changes in the nonlocal 

correlation of electrons in adjacent 

layers. Consequently, the resulting 

interlayer interaction can not be 

described properly by DFT augmented 

by semilocal vdW correction terms, and 

thus the designation “van der Waals 

solids” is strictly improper for systems 

including few- layer phosphorene. We 

also tested several nonlocal DFT 

functionals designed to capture van der 

Waals effects and have found that the 

tested formulations do not quantitatively 

reproduce the charge reorganization 

found using DMC. Our results may be 

used as benchmarks for developing 

more sophisticated DFT functionals that 

should provide an improved description of nonlocal electron correlation in layered systems. In 

particular, we note that one nonlocal vdW functional, vdW-DF2, was able to qualitatively but 

not quantitatively capture the charge redistribution, suggesting an important avenue for further 

functional development.  

 

  

 
Figure 2. (Left) Charge reorganization induced by the 

interaction of black phosphorous layers. (Right) Large 

qualitative differences in charge transfer between 

density functional theory predictions and QMC (red), 

from Shulenburger et al. Nano Letters 15 8170 (2015). 
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Future Plans 

 

Applying QMC to more complex and strongly correlated materials – We aim to establish 

QMC techniques applicable to materials that are fully self-consistent and that are not dependent 

on a mean-field starting point. This will enable QMC to be applied with greater confidence to 

materials and phenomena where well-established methods are unreliable – such as the strongly 

correlated materials or materials containing heavy elements. Fully optimized wavefunctions can 

already be made in QMC for some small molecules, but much greater robustness is required for 

wide application to solids and large systems. Associated with these developments, we will be 

able to better characterize and therefore improve pseudopotentials, because high quality 

wavefunctions will be obtainable. Finally, we have implemented several force algorithms, 

currently for the all electron case, and will extend these to pseudopotential solids. This will 

enable studies of complex solids and defects where there in uncertainty in the geometry, and 

improve options for validating our predictions by enabling comparison of internal coordinates 

with x-ray and microscopy data. 
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Emergence of High Tc Superconductivity out of Charge and Spin Ordered Phases  
Principal Investigator: Dr. Eun-Ah Kim  
Department of Physics, Cornell University, Ithaca, NY 14853  
Eun-ah.kim@cornell.edu 
 

Project Scope 
Recent evidence of new forms of charge and spin orders in cuprate largely demystified the psuedogap 

region, and puts us in a moment of opportunity. The scope of this project is to investigate the mechanisms 

and roles of charge/spin orders in two classes of high Tc superconductors: I. cuprates and II. Fe-based 

superconductors(Fe-SC’s). Our approach is a symmetry-guided “middle-up/down approach”: applying 

symmetry and quantum field theory based perspective to experimental data and using the results as input 

to microscopic models that will be studied through a combination of numerical methods. The theoretical 

advances will be in synergetic relation with rapidly developing experimental discoveries on the subject.  

 

Recent Progress 
Topological superconductivity in Metal/Quantum-spin-ice Heterostructure [1]: 
The original proposal to achieve superconductivity by starting from a quantum spin-liquid (QSL) 
and doping it with charge carriers, as proposed by Anderson in 1987, has yet to be realized. Here 
we propose an alternative strategy: use a QSL as a substrate for heterostructure growth of 
metallic films to design exotic superconductors (Fig1). By spatially separating the two key 
ingredients of superconductivity, i.e., charge carriers (metal) and pairing interaction (QSL), the 
proposed setup naturally lands on the parameter regime conducive to a controlled theoretical 
prediction. Moreover, the proposed setup allows us to "customize" electron-electron interaction 
imprinted on the metallic layer. The QSL material of our choice is quantum spin ice well-known 
for its emergent gauge-field description of spin frustration. Assuming the metallic layer forms an 
isotropic single Fermi pocket, we predict that the coupling between the emergent gauge-field 
and the electrons of the metallic layer will drive topological odd-parity pairing. We further 
present guiding principles for materializing the suitable heterostructure using ab initio 
calculations and describe the band structure we predict for the case of Y2Sn2-xSbxO7 grown on the 
(111) surface of Pr2Zr2O7. Using this microscopic information, we predict topological odd-parity 
superconductivity at a few Kelvin in this heterostructure, which is comparable to the Tc of the 
only other confirmed odd-parity superconductor Sr2RuO4. 

(a) (b) (c) 

Figure 1 (a) The setup. (b) Two odd parity channels. (c) Negative eigenvalues of pairing vertex matrix [1]. 
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Cold-spots and glassy nematicity in underdoped cuprates [2]: 
There is now copious direct experimental evidence of various forms of (short-range) charge order 
in underdoped cuprate high temperature superconductors, and spectroscopic signatures of a 
nodal-antinodal dichotomy in the structure of the single-particle spectral functions. In this 
context, we analyze the Bogoliubov quasiparticle spectrum in a superconducting nematic 
glass(Fig2(a)). The coincidence of the superconducting "nodal points" and the nematic "cold-
spots" on the Fermi surface naturally accounts for many of the most salient features of the 
measured spectral functions (from angle-resolved photoemission) (Fig 2b-d) and the local density 
of states (from scanning tunnelling microscopy)(Fig 3 (a-b)). Moreover, the cold spots protected 
in nematic glass reproduces the characteristic shape of optical conductivity consisting of a sharp 
peak at ω=0 superposed with a broad peak at ω~ ω peak. 

Detection of a Cooper Pair Density Wave in Bi2Sr2CaCu2O8+x [3]: 
A finite momentum paired state with modulated superconducting order parameter has been long 
sought after. There have been growing interest in such a pair density wave state as a broken 
symmetry state associated with cuprate pseudogap phase since the notion was sharpened in 
Berg et al (PRL 2007) the PI co-authored. Using Scanning Josephson Tunneling Microscopy (SJTM) 
we have been able to detect the modulation of Cooper pair density for the first time. Fourier 

Figure 2 Spectroscopic features of glassy nematic. (a) A representative configuration of the nematic order parameter field. 
(b) Energy distribution curves reproduced from He et al (Science 2011) along different paths in k-space as shown in the left.  
(c) EDC’s computed along the same paths in k-space se in (b). (d) A(k,ω) of the superconducting nematic glass at a fixed 
energy showing nodal-antinodal dichotomy.  
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FIG. 5. (a) A representat ive configurat ion of ' (x) represent-

ing a nemat ic glass with ªnem = 2a in a system of size 32£ 32

unit cel ls. (b) The gap parameter, ¢ xy , at T = 0 determined self-

consistent ly with ' (x) shown in Fig. 5(a) when the root-mean-

square magnitude
p
° nem = 0.1t. The sign of ¢ xy on each bond

is represented by the color (red is posit ive blue is negat ive) with

the magnitude represented by the thickness of the l ine as well

as opacity. Manifest ly, the local symmetry of the pair ing is uni-

formly d -wave. The associated normalized LDOS n(x,E)/n̄(E),

is shown for (c) E = 0 and (d) E = ° 0.2t .

Fig. 4(b) has a V shape expected of a uniform d -wave

superconductor. However, the standard deviat ion ¢ n(E )

represented by the shaded region in the same figure grows

with energy, and is large at energies larger than and

comparable to ¢ 0 = 0.055t . Another way to appreciate

the “low energy and high energy” dichotomy is to look

at the spat ial map of the normalized LDOS n(x,E)/n̄(E )

at different energies. There is a clear contrast between

the relat ive homogeneity evident in the map at low en-

ergy shown in Fig. 5(c) (E = 0), and the inhomogeneity

of the same map at a higher energy shown in Fig. 5(d)

(E = ° 0.2t ª ° 4¢ 0). [Note that quant itat ive compar ison

between the exper imental results in Fig. 4(a) and theory

requires some care; for computat ional purposes (as dis-

cussed previously) we have taken a value of ¢ 0 = 0.055t

that is larger than the observed value in exper iment .]

We now turn to the opt ical conduct ivity, whose temper-

ature and frequency dependences show trends that are

shared across different mater ial famil ies of underdoped

cuprates [see Figs. 6(a) and (b)]. Well above T c, the real

part of the complex conduct ivity æ1(! ) is a monotonically

decreasing funct ion of ! , as expected of a metall ic state.

As the temperature is lowered, the response at ! below

a certain frequency ! peak is increasingly suppressed, and
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2212 with T c = 82K, (b) from exper iment (Ref. 53) on Hg-1201

with T c = 67K, (c) calculated for the superconduct ing nemat ic

glass with ª nem = 2a and
p
° nem = 0.2t), and (d) calculated for

a disordered superconductor, where the disorder is assumed to

have an on-site s-wave form factor with ª ch = 0 and
p
° ch = 0.2t .

I n both (c) and (d), ¢ xy is self-consistent ly determined by Eq. 3

with U = 0.732t.

æ1(! ) evolves into a superposit ion of a sharp peak at ! = 0

and a broad peak at ! ª ! peak . Remarkably, the opt ical

conduct ivity calculated within our model shows similar

qualitat ive behavior. In the model, the persistence of an

increasingly sharp peak at a non-zero energy is a conse-

quence of pair format ion. More important ly, the remain-

ing sharp Drude-l ike peak with width that tends to zero

as T ! 0 at small ! is a manifestat ion of the coherence of

the near-nodal quasipart icles that are largely unscat tered

in the glassy nemat ic.

The role of the nemat ic cold-spot in the opt ical response

can best be seen by compar ing the case of the nemat ic

glass in Fig. 6(c) with the case of point -l ike scat ter ing in

Fig. 6(d). When the nodal quasipart icles are scat tered by

the random potent ial, there remains a residual density of

states at ! = 0 even deep in the superconduct ing phase.

As a result , a fini te width Drude-l ike peak persists even

as T ! 0.

The observed evolut ion of æ1 from a “Drude-l ike” form

at high temperatures to a superposit ion of a sharp peak at

! = 0 and a broad peak at ! ª ! peak is remarkably repro-

duced by the glassy nemat ic model. However, in the ex-

per iments, the crossover between the two forms onsets at

the pseudogap temperature scale ª T § well above super-

conduct ing T c while the corresponding crossover onsets

at the calculat ed (mean-field) superconduct ing T c in our

model. Notably, the exper imental æ1(! ) marches through

T c without much not ice of it . I t is as if d-wave gap with

nodes onsets at T § , with nodal quasipart icles that are
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decreasing funct ion of ! , as expected of a metall ic state.

As the temperature is lowered, the response at ! below

a certain frequency ! peak is increasingly suppressed, and
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FIG. 6. Opt ical conduct ivi ty (a) from exper iment (Ref. 52) on Bi-

2212 with T c = 82K, (b) from exper iment (Ref. 53) on Hg-1201

with T c = 67K, (c) calculated for the superconduct ing nemat ic

glass with ªnem = 2a and
p
° nem = 0.2t), and (d) calculated for

a disordered superconductor, where the disorder is assumed to

have an on-si te s-wave form factor with ª ch = 0 and
p
° ch = 0.2t .

I n both (c) and (d), ¢ xy is self-consistent ly determined by Eq. 3

with U = 0.732t.

æ1(! ) evolves into a superposit ion of a sharp peak at ! = 0

and a broad peak at ! ª ! peak . Remarkably, the opt ical

conduct ivity calculated within our model shows similar

qualitat ive behavior. In the model, the persistence of an

increasingly sharp peak at a non-zero energy is a conse-

quence of pair format ion. More important ly, the remain-

ing sharp Drude-l ike peak with width that tends to zero

as T ! 0 at small ! is a manifestat ion of the coherence of

the near-nodal quasipart icles that are largely unscat tered

in the glassy nemat ic.

The role of the nemat ic cold-spot in the opt ical response

can best be seen by compar ing the case of the nemat ic

glass in Fig. 6(c) with the case of point -l ike scat ter ing in

Fig. 6(d). When the nodal quasipart icles are scat tered by

the random potent ial, there remains a residual density of

states at ! = 0 even deep in the superconduct ing phase.

As a result , a fini te width Drude-l ike peak persists even

as T ! 0.

The observed evolut ion of æ1 from a “Drude-l ike” form

at high temperatures to a superposit ion of a sharp peak at

! = 0 and a broad peak at ! ª ! peak is remarkably repro-

duced by the glassy nemat ic model. However, in the ex-

per iments, the crossover between the two forms onsets at

the pseudogap temperature scale ª T § well above super-

conduct ing T c while the corresponding crossover onsets

at the calculat ed (mean-field) superconduct ing T c in our

model. Notably, the exper imental æ1(! ) marches through

T c without much not ice of it . I t is as if d-wave gap with

nodes onsets at T § , with nodal quasipart icles that are

(c) (d) 

Figure 3 (a-b) Local density of states measured at multiple locations on the surface: (a) Results of STM measurements on Bi-2212 
reproduced from McElroy et al (PRL 2005). Different curves represent tunneling spectra measured at different locations of the 
sample. (b) Computed for a superconducting nematic glass; the solid black curve and the shaded region indicate the spatially 
aver- aged DOS and spatial standard deviation of LDOS, respectively. (c) Optical conductivity from Mirzaei et al (PNAS 2013). (d) 
Optical conductivity calculated for the superconducting nematic glass. 

 

(a) (b) (c) (d) 
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analysis of images from SJTM (Fig 4 (a-b)) reveal direct signature of a Cooper-pair density 
modulation at wavevectors QP~(0.25,0) 2π/a , (0, 0.25)2π/a (Fig 4(c)) in Bi2Sr2CaCu2O8 . The 
amplitude of these modulations is ~5% of the homogeneous conden  sate density.  

 
Figure 4 Cooper Pair Density wave. (a)Scanned Ic(r) image in 35 nm X 35 nm field of view.(b) Magnitude of Fourier transform of 

Ic(r) in a, |𝐼c(𝒒) | (crosses at q=(π/a0,0);(0, π/a0)).  Maxima due to modulations in Ic(r) (dashed red circles) occur at 

QP=(0.25,0)2π/a0;(0,0.25)2π/a0. (c) Measured values of Ic(r) along the dashed blue line in a (blue dots); statistical error bars 

are defined as variance of Ic transverse to dashed line. Fine red line shows the global amplitude and QP of modulations in Ic(r), as 
determined from the magnitude and central QP value of the maxima in b. 

Commensurate 4a0-period Charge Density Modulations throughout the Bi2Sr2CaCu2O8+x 
Pseudogap Regime [4]: Theories based upon strong real space (r-space) electron-electron 
interactions have long predicted that unidirectional charge density modulations (CDM) with four-
unit-cell (4a0) periodicity should occur in the hole-doped cuprate Mott insulator. Experimentally, 
however, increasing the hole density p is reported to cause the conventionally-defined 
wavevector QA of the CDM to evolve continuously as if driven primarily by momentum-space (k-
space) effects. Here we introduce phase-resolved electronic structure visualization for 
determination of the cuprate CDM wavevector. Remarkably, this new technique reveals a 
virtually doping independent locking of the local CDM wavevector at |𝑄0| = 2𝜋/4𝑎0 throughout 
the underdoped phase diagram of the canonical cuprate Bi2Sr2CaCu2O8(Fig5). These observations 
have significant fundamental consequences because they are orthogonal to a k-space (Fermi-
surface) based picture of the cuprate CDM but are consistent with strong-coupling r-space based 
theories. Our findings imply that it is the latter that provide the intrinsic organizational principle 
for the cuprate CDM state. 
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Figure 5. Doping independent commensurate CDW. (a)Typical measured R-map data in the charge 
ordered phase. The overlay shows how d-symmetry form factor affects each oxygen sites. (b)Fourier 
transform amplitude showing a broad peak associated with the modulations at hole doping level p=0.06.  
(c)Demodulation residue Rq shows clear isolated minima at (0,2π/4a). (d) Doping dependence of phase 
optimized Q selected by demodulation residue.  
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Future Plans 
The understanding we gained from Ref[1] and [2] gave the PI a new springboard to approach 
issues in FeSe. Also with increasing number of frustrated quantum spin systems the PI is well-
positioned to further the idea of predictively designing superconductors using spin-fluctuation 
of quantum spin-liquid.  Planed topics of study include:  

 Quantum paramagnetic nematicity and superconductivity of FeSe: Observed nematicity 
in bulk FeSe has been puzzling the community due to the absence of accompanying 
magnetic order. Spin fluctuation scenario predict d-wave with nodes but evidence is 
against nodal gap structure. Motivated by strong inelastic neutron spectra indicating 
active and anisotropic magnetic fluctuations we plan to develop a microscopic model for 
the quantum paramagnetic nematic state and investigate the consequence of magnetic 
fluctuations in such state in superconductivity.  

 Properties of an emergent 1D superconductor defined at a nematic domain wall in FeSe: 
It is experimentally well established the FeSe develop superconductivity from a strongly 
nematic state with definite nematic domains. With the availability of the nematic domain 
imaging one could also investigate the domain wall state. With lower symmetry on the 
domain wall irreducible representations of C4v symmetry group can mix in on the domain 
wall and define an emergent 1D superconducting state which can be exotic.  

 Nematic quantum critical fluctuations as a mechanism of pairing in ν=5/2 quantum Hall 
state: With increasing theoretical interest in nematic quantum critical fluctuations as 
meditor of superconducting pairing in the context of high Tc superconductors we plan to 
investigate longest standing paired state with nearby nematic state, namely half-filled 
Landau levels. We plan to use recently developed two parameter expansion to study the 
renormalization group flow of coupling to nematic order parameter field and to gauge 
fluctuation. In particular we will study how these flow will influence superconducting 
instability.  

 

List of Publications 
[1] Topological Superconductivity in Metal/Quantum-Spin-Ice Heterostructures, Jian-Huang She, 
Choong H. Kim, Craig J. Fennie, Michael J. Lawler, Eun-Ah Kim, arXiv:1603.02692, under review 
at Nature Materials. 
[2] Cold-spots and glassy nematicity in underdoped cuprates, Kyungmin Lee, Steven A. Kivelson, 
Eun-Ah Kim, Phys. Rev. B 94, 014204 (2016). 
[3] Detection of a Cooper Pair Density Wave in Bi2Sr2CaCu2O8+x, M. H. Hamidian, S. D. Edkins, 
Sang Hyun Joo, A. Kostin, H. Eisaki, S. Uchida, M. J. Lawler, E. -A. Kim, A. P. MacKenzie, K. Fujita, 
Jinho Lee, J. C. Séamus Davis, Nature 532, 343 (2016) 
[4] Commensurate 4a0-period Charge Density Modulations throughout the Bi2Sr2CaCu2O8+x 
Pseudogap Regime, A. Mesaros, K. Fujita, S.D. Edkins, M.H. Hamidian, H. Eisaki, S. Uchida, J.C. 
Davis, M. J. Lawler and Eun-Ah Kim, under review at Proceedings of National Academy of 
Sciences. 
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Correlation Effects and Magnetism in Actinides: Elements 
and Compounds 
Principal investigator: Professor Gabriel Kotliar 
Department of Physics and Astronomy, Rutgers, the State University of New Jersey 
Piscataway, NJ 08854  
kotliar@physics.rutgers.edu 
 
 

Project Scope 
  
Actinides compounds in general and Pu in particular pose a significant challenge to 
electronic structure theory. Addressing this challenge is the primary goal of the current 
program.  Renewed interest in actinide research arises as the search for more efficient 
and safer (higher thermal conductivity and higher melting point) nuclear fuels 
continues. Besides their relevance to national security, they are also extremely 
important for basic science. Because of their unique combination of large f-electron 
bandwidth, large spin orbit coupling, sizable crystal field effects, and strong local 
Coulomb matrix elements (such as the Hubbard interaction and Hund's coupling), they 
give rise to unique extreme phenomena such as large volume collapses among the 
phases of Pu and the highest superconducting transition temperature among the heavy 
fermion compounds in PuCoGa5. 
 
It has been recognized long time ago that the f-electrons in actinides are close to an 
electronic localization-delocalization transition which can be induced by various factors 
such as pressure, temperature, and alloying. To describe these unique properties, the 
approach taken by the Principal Investigator (PI) is to develop gradually the electronic 
structure tools needed to tackle this kind of materials, while at the same time using 
them to generate physical pictures of the phenomena that guide us in understanding 
these systems. During the process of the current program our theoretical approach has 
been tested against experiments. Photoemission spectra, XAS spectra, phonon spectra 
and spin excitation spectra has been measured in several materials and compared 
against theoretical calculations, and we are reaching a point where satisfactory 
agreement for multiple properties has been achieved. This presents a unique scientific 
opportunity to elucidate important problems which have been open over many years, 
such as understanding and predicting the energetics and the physics of multiple phases 
of Pu and Am and deriving the emergent properties of the Pu 115's from a microscopic 
theory. 
 
Our series of most recent works have been towards further understanding of cerium 
and plutonium systems including modeling of the electronic properties of a complex 
phase with several atoms per unit cell and the nontrivial topological properties of a 
compound.  The spin fluctuation spectra of Pu was predicted and is in good agreement 
with experimental measurements. Important methodological advances enable the 
determination of structural properties using both LDA+DMFT and LDA+Gutzwiller 
methods. We have made progress in the technical developments for simulating finite 
temperature effects and began exploring techniques for carrying out molecular 
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dynamics of correlated models, with the view towards understanding properties of 
actinides.  
 

Recent Progress 
 
We highlight some of the accomplishments briefly as follows. 
 
Site-selective correlation effects in α-Plutonium The PI, in collaboration with 
the theory group at Los Alamos and Rutgers, presented electronic-structure 
calculations of the full 16-atom per unit cell α-phase structure within the framework 
(LDA+DMFT). Our calculations demonstrate that Pu atoms sitting on different sites 
within the α-Pu crystal structure have a strongly varying site dependence of the 
localization delocalization correlation effects of their 5f electrons and a corresponding 
effect on the bonding and electronic properties of this complicated metal. In short, α-Pu 
has the capacity to simultaneously have multiple degrees of electron 
localization/delocalization of Pu 5f electrons within a pure single-element material. 
 
Plutonium based topological insulators The PI in collaboration with Profess K. 
Haule and postdoc X. Deng carried out LDA+DMFT revealed the electronic structure of 
PuB6, one of the several binary compounds formed in plutonium-boron systems, of 
which most properties are still unknown.  A small hybridization gap shows up in a 
pronounced quasiparticle peak, as shown in the left-up panel in Figure 1. It has mixed-
valent ground state with f-occupancy of Pu site around 5.3 (left-down panel of Figure 1 
The band inversion at X-point between bands with Pu-d and Pu-f characters, gives rise 
to nontrivial topological properties. We computed the resulting topological protected 

surface states of PuB6 
as shown in the right 
of Figure 1.  PuB6 has 
also a very high 
melting temperature 
and we proposed that 
it has ideal solid state 
properties for a 
nuclear fuel material, 
because of the high 
thermal conductivity 

of the topologically protected surface states. This study provides a 5f analog of the 4f 
system SmB6 and a novel playground for studying the interplay of correlation effects 
and topological order as well as the applications of topological surface states in nuclear 
fuel materials. 
 
Spin Fluctuations in δ-plutonium In this joint study of both theory and 
experiment, neutron spectroscopy and LDA+DMFT method are used to investigate 
plutonium, the prototypical material at the brink between bonding and nonbonding 
configurations. Our study reveals that the ground state of plutonium is governed by 
valence fluctuations, that is, a quantum mechanical superposition of localized and 
itinerant electronic configurations as recently predicted by dynamical mean field 

Figure 1: The spectra (left-up), the valence-histogram (left-down) and the quasiparticle 
surface states of PuB6 (right) computed using LDA+DMFT method. 
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theory. Notably our 
computed dynamical 
magnetic susceptibility and 
magnetic form factor using 
LDA+DMFT method in 
excellent agreement with 
neutron spectroscopy as 
shown in Figure 2. Our 
results not only resolve the 
long-standing controversy 
between experiment and 
theory on plutonium's 
magnetism but also suggest 
an improved understanding 
of the effects of such an 
electronic dichotomy in 
complex materials. 

 
Phase Diagram and Electronic Structure of Plutonium In order to accelerate 
LDA+DMFT calculations of actinide materials, we began a renewed exploration of slave 
bosons and Gutzwiller solvers.  We develop a new implementation of the Gutzwiller 
approximation (GA) in combination with the density functional theory, which enables 
us to study complex 4f and 5f systems beyond the reach of previous approaches. We 
calculate from first-principles the zero-temperature phase diagram and electronic 
structure of Pr and Pu, finding good agreement with the experiments. Our study of Pr 
indicates that its pressure-induced volume-collapse transition would not occur without 
change of lattice structure-contrarily to Ce. Our study of Pu shows that the most 
important effect originating the differentiation between the equilibrium densities of its 
allotropes is the competition between the Peierls effect and the Madelung interaction, 
and not the dependence of the electron correlations on the lattice structure. With this 
new method, we are able to describe quite accurately the zero-temperature equilibrium 
properties for various phase of plutonium, such as the equilibrium volumes, bulk 
modulus and the energy differences. 
 

Future Plans 
 
We plan to explore many fascinating phenomena in actinide systems which are now 
accessible to theoretical treatment, from the following directions. 
 
Orbital and Site Selectivity: A Key for Understanding the Physical 
Properties of Elemental Plutonium Phases Strong site-orbital differentiation is a 
natural consequence of the proximity to the localization transition. We demonstrated 
the site-differentiation of correlation effects in α-Pu. In δ-Pu, our preliminary quantum 
Monte Carlo runs, revealed an unexpected feature of orbital differentiation in the f-
electron self energies. The origin of this feature and its consequence to the optic and 
thermoelectric properties are to be studied for deeper understanding of Pu. 

Figure 2: The dynamical magnetic susceptibility of δ-Pu. (Left), the 
measured and computed dynamical magnetic susceptibility are 
in good agreement. And the full energy and    momentum 
dependence of the magnetic scattering observed in experiment 
(middle) is in good agreement with the one computed using 
LDA+DMFT method (right). 
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Valence and Spin Fluctuations in Pu 115 Actinide compounds in the 115 and 
related structures represent a flexible and fertile ground for exploring a bewildering 
variety of strong correlation phenomena in actinide materials. These materials continue 
to be a great source of interest, due to their exotic properties, and because they provide 
a point of comparison for elemental Pu. We will study the physical properties of the 
actinides in the 115 and 215 structures. We will calculate the angle resolved 
photoemission spectra of the Pu 115 compound. We will also investigate the proximity 
to potential valence instabilities. 
 
Equation of State, Photoemission and f-Valence in Am under Pressure Right 
after plutonium in the periodic table, Americium metal is an important elemental solid 
of relevance to the nuclear industry and use to applications such as smoke detectors. 
We propose to revisit the equation of state in Am system under pressure and the AmIII 
to AmIV transition using state of the art LDA+DMFT techniques with advanced 
impurity solvers. The more accurate CTQMC impurity solvers and the more accurate 
LAPW basis now in use in our group will enable us to obtain more precise spectra, 
valence histograms and 5f average valence. We will compare the results with those from 
the more approximate LDA+RISB methods. 
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Non-collinear magnetism and dynamic effects in Dzyaloshinskii-
Moriya magnets 
Principal investigator: Professor Alexey Kovalev 
Department of Physics and Astronomy, University of Nebraska-Lincoln 
Lincoln, NE 68588 
alexey.kovalev@unl.edu 
 
 

Project Scope 
  
The primary goal of this proposal is to obtain a general understanding of effects related to 
spin-orbit interactions in the context of equilibrium and nonequilibrium thermodynamics 
in mesoscale and nanoscale magnetic systems with ferromagnetic, antiferromagnetic, and 
non-collinear ordering. To this end, we will advance our fundamental knowledge about 
magnetism and phase transitions in systems with Dzyaloshinskii-Moriya interactions that 
are driven out of equilibrium by applying temperature gradients, microwave fields, and/or 
electric and magnetic fields. Pure spin and energy currents mediated by magnons can then 
be induced in such systems where low dissipation (ideally non-dissipative) transport 
without generation of Oersted fields becomes possible. The proposed research program 
has three major objectives: (1) understand effects of Dzyaloshinskii-Moriya interactions 
on spin and energy transport phenomena and magnetic order parameter dynamics in 
systems with and without magnetic textures such as domain walls, skyrmions, and 
magnetic vortices by developing a hydrodynamic description of such systems combined 
with diagrammatic and linear response approaches; (2) understand dynamic effects in the 
context of novel emergent phases in magnets with Dzyaloshinskii-Moriya interactions; (3) 
assess the feasibility of novel ultra-low-power spintronic devices that combine logic and 
memory functionalities by employing theoretical descriptions of spin and energy currents 
and their interplay with magnetic order parameter dynamics. 
 

Recent Progress 
 
Stability of skyrmion lattices and symmetries of quasi-two-dimensional chiral 
magnets – the PI, in collaboration with Utkan Güngördü (postdoc), Rabindra Nepal 
(graduate student), Oleg Tretiakov, and Kirill Belashchenko have considered the most 
general form of the quasi-2D free energy with Dzyaloshinskii-Moriya interactions (DMI) 
constructed from general symmetry considerations reflecting the underlying system. We 
predict that the skyrmion phase is robust and it is present even when the system lacks the 
in-plane rotational symmetry (see Figure 1). In fact, the lowered symmetry leads to 
increased stability of vortex-antivortex lattices with fourfold symmetry and in-plane 
spirals, in some instances even in the absence of an external magnetic field. Our results 
relate different hexagonal and square cell phases to the symmetries of materials used for 
realizations of skyrmions. This will give clear directions for experimental realizations of 
hexagonal and square cell phases, and will allow engineering of skyrmions with unusual 
properties. We have also found striking differences in gyrodynamics induced by spin 
currents for isolated skyrmions and for crystals where spin currents can be induced by 
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charge carriers or by thermal magnons. Under certain conditions, isolated skyrmions can 
move along the current without a side motion which can have implications for realizations 
of magnetic memories. The paper has been published in Physical Review B. 

 
Figure 1 Left: Zero temperature phase diagram for the Rashba+Dresselhaus DMI with C2v symmetry (DR/DD = 5). 
SkX (skyrmion) phase is only present in the easy-plane region of the phase diagram. The gray line separates the 
aligned and the tilted regions of the FM phase, whereas SkX and SP (spiral) phases are not affected by this line. 
Right: A typical normalized spin density for SC phase with four-fold symmetry. The skyrmions are noticeably 
elongated reflecting C2v symmetry. 

Magnon-mediated spin Nernst effect in antiferromagnets – the PI, in collaboration 
with Vladimir Zyuzin (postdoc) have considered transport of magnons with non-trivial 

momentum Berry curvature. 
We predict that a 
temperature gradient can 
induce a magnon-mediated 
spin Hall response in an 
antiferromagnet with 
Dzyaloshinskii-Moriya 
interactions. We have 
developed a linear response 
theory based on the Luttinger 
approach of the gravitational 
scalar potential which gave a 
general condition for a Hall 
current to be well defined, 
even when the thermal Hall 
response is forbidden by 
symmetry. We have applied 
our theory to honeycomb 
lattice antiferromagnets and 
studied a role of magnon 
edge states in a finite 
geometry. As examples, we 

Figure 2 Left: Magnon spectrum of a single layer antiferromagnet (black 
arrows correspond to ν sign convention of DMI), with schematics of the 
lattice and Neel order in z−direction in the bottom. Right: Magnon 
spectrum of antiferromagnet on a bilayer honeycomb lattice. In both 
cases the distribution of the Berry curvature over the Brillouin zone is 
plotted by the color distribution on top of the spectrum for one of the 
degenerate subbands. 
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have considered single and bi-layer honeycomb antiferromagnets with antiferromagnetic 
interlayer coupling where the nearest neighbor exchange interactions and the second 
nearest neighbor Dzyaloshinskii-Moriya interactions were present (see Figure 2). We have 
showed that both models possess the magnon edge states in the finite geometry and 
discussed their role for the spin Nernst effect. For a single layer, we observe an interplay 
between the Berry curvature due to the lattice topology and Dzyaloshinskii-Moriya 
interactions and find that the Berry curvature is not of the monopole type, contrary to a 
ferromagnet on a honeycomb lattice. From our analysis, we conclude that the spin Nernst 
effect can be present in antiferromagnets that are invariant under (i) a global time reversal 
symmetry (e.g., Figure 2, right) or under (ii) a combined operation of time reversal and 
inversion symmetries (e.g., Figure 2, left). In both cases the thermal Hall effect is zero 
while the spin Nernst effect should change sign with the reversal of the Neel vector in the 
latter case but not in the former case.  The paper has been submitted to Physical Review 
Letters. 
Spin torque and Nernst effects in Dzyaloshinskii-Moriya ferromagnets – the PI, in 
collaboration with Vladimir Zyuzin (postdoc) have considered transport of magnons with 
non-trivial momentum Berry curvature and non-equilibrium magnon-mediated spin 
torques.  We have predicted that a temperature gradient can induce a magnon-mediated 
intrinsic torque in systems with a nontrivial magnon Berry curvature. With the help of a 
microscopic linear response theory of nonequilibrium magnon-mediated torques and spin 
currents we have identified the interband and intraband components that manifest in 
ferromagnets with Dzyaloshinskii-Moriya interactions. To illustrate and assess the 
importance of such effects, we have applied the linear response theory to the magnon-
mediated spin Nernst and torque responses in a kagome lattice ferromagnet. The paper 
has been published in Physical Review B. As a follow up, we will consider the same effect 
by employing the Onsager reciprocity principle. This should lead to studies of the effect of 
energy pumping by magnetization dynamics. We can directly obtain this energy pumping 
effect by considering the wave packet approach and Berry phase corrections to the 
Dzyaloshinskii-Moriya tensor. 
Theory of magnon motive force in chiral ferromagnets – the PI, in collaboration with 
Utkan Güngördü (postdoc) have considered magnon motive force induced by the 
magnetization dynamics. We have predicted that magnon motive force can lead to 
temperature dependent, nonlinear chiral damping in both conducting and insulating 
ferromagnets. We estimate that this damping can significantly influence the motion of 
skyrmions and domain walls at finite temperatures. We also find that in systems with low 
Gilbert damping moving chiral magnetic textures and resulting magnon motive forces can 
induce large spin and energy currents in the transverse direction. The effect of magnon 
spin accumulation induced by magnon motive force has also been studied with the help of 
the diffusion equation. The paper has been published in Physical Review B. 
Magnetoelectric domain wall dynamics and its implications for magnetoelectric 
memory – the PI, in collaboration with K. Belashchenko, O. Tchernyshyov, and O. A. 
Tretiakov have considered domain wall dynamics in an antiferromagnetic magnetoelectric 
in the presence of electric and magnetic fields. It is found that the domain wall mobility has 
a maximum as a function of the electric field due to the gyrotropic coupling and domain 
wall precession. A small in-plane shear strain blocks the domain wall precession and 
allows control over the Walker breakdown. This substantially raises the maximum velocity 
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of the domain wall, making it comparable to ferromagnetic counterparts. The paper has 
been published in Applied Physics Letters. 
 

Future Plans 
 
Magnon-mediated transport of spin and energy in magnon topological insulators – 
the PI will study magnon-mediated spin and energy transport phenomena in magnets with 
Dzyaloshinskii-Moriya interactions. This will include ferromagnets, antiferromagnets, and 
magnets with non-collinear order. Such studies are strongly related to recent 
developments in realizations of magnonic analogs of topological insulators. We will use 
linear response and diagrammatic methods to further develop our recent results on the 
spin Nernst effect. We will also put our findings in the context of the spin Seebeck effect 
related phenomena. 
Thermal torques and Onsager reciprocity in insulating magnets – the PI will study 
how magnetization (or magnetic order) dynamics can be affected by energy and magnon 
currents in insulating ferromagnets, antiferromagnets, and magnets with non-collinear 
order. We will build on our recent studies of magnon-mediated spin torques in 
Dzyaloshinskii-Moriya ferromagnets. Here the Berry phase corrections should play an 
important role. We will also study the Onsager reciprocal effect by which energy can be 
pumped by the dynamics of the order parameter in a magnet. Similar energy pumping 
phenomena have been recently reported in the context of conducting Dzyaloshinskii-
Moriya ferromagnets.   
Stability of skyrmuion lattices and skyrmion dynamics – the PI will study realizations 
of unconventional skyrmions and their stability in systems with spin-orbit interactions, 
building on our recent studies of how symmetry can affect the skyrmion lattice. Studies of 
skyrmion lattices can shed the light on fundamental questions related to the nature of 
phase transitions in such systems. We plan to perform Monte Carlo simulations as well as 
study magnetization dynamics (e.g., skyrmion dynamics) with atomistic micromagnetic 
simulations. Both approaches will complement our analytical studies. 
 
Publications 
1. A. A. Kovalev, V. Zyuzin, “Spin torque and Nernst effects in Dzyaloshinskii-Moriya 
ferromagnets,” Phys. Rev. B 93, 161106(R) (2016). 
2. U. Güngördü, R. Nepal, O. A. Tretiakov, K. Belashchenko, A. A. Kovalev, “Stability of 
skyrmion lattices and symmetries of quasi-two-dimensional chiral magnets,” Phys. Rev. B 
93, 064428 (2016). 
3. K. D. Belashchenko, O. Tchernyshyov, Alexey A. Kovalev, O. A. Tretiakov, 
“Magnetoelectric domain wall dynamics and its implications for magnetoelectric memory,” 
Appl. Phys. Lett. 108, 132403 (2016). 
4. U. Güngördü, A. A. Kovalev, “Theory of magnon motive force in chiral ferromagnets”, 
Phys. Rev. B 94, 020405(R) (2016). 
5. K. D. Belashchenko, A. A. Kovalev, M. van Schilfgaarde, “Theory of spin loss at metallic 
interfaces”, under review for Physical Review Letters. 
6. V. Zyuzin, A. A. Kovalev, “Magnon spin Nernst effect in antiferromagnets”, under review 
for Physical Review Letters.  
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Toward High-Accuracy Point Defect Calculations in Materials Using the Quasiparticle-

Self-consistent GW Method. 

Walter R. L. Lambrecht, Department of Physics, Case Western Reserve University 

Keywords: GW method, lattice dynamics, point defects, semiconductors 

Project Scope 

 The project’s main goal is to develop a “cut-and-paste” approach to construct the GW 

self-energy in real-space for defect systems from those of the perfect crystal and the near 

neighborhood of the point defect, thus enabling quasiparticle self-consistent (QS)GW 

calculations for large supercells. Additional goals are to better understand the limitations of the 

QSGW approach itself for strongly correlated and ionic materials and to develop methodology to 

go beyond these limitations, for example by including lattice polarization effects. We have also 

worked on lattice dynamical effects in halide perovskites.  

 Recent Progress  

 Description of new methodology: In the linearized muffin-tin orbital (LMTO) 

implementation of the quasiparticle self-consistent (QS) GW method, we have a real space 

representation of the self-energy operator, or rather its hermitian energy-independent average 

Σij=Re[Σij(Ei)+ Σij(Ej)]/2 available, where i, j are the independent-particle eigenstates. These can 

be expanded in Bloch-function basis states (MTOs) and eventually in local atom-centered 

orbitals, so we have a ΣR,L;R’+T,L’ where R are sites in the unit cell, L represents angular momenta 

and envelop function decay constants κ, and T is a lattice vector. The basic idea of our 

methodology is to construct the ΣR,L;R’+T,L’  for a large system like a supercell with a defect from 

the ΣR,L;R’+T,L’  for smaller systems. We achieve this by means of a self-energy editor, constructed 

by our collaborator Mark van Schilfgaarde. As a first step, this self-energy editor can construct 

the ΣR,L;R’+T,L’ for a perfect crystal supercell from that of the primitive cell. Second, we can 

replace the Σ for the defect atom itself and/or its near neighbors from those of a small defect 

containing cell while keeping those farther away the same as in a perfect crystal, or we can 

simply neglect the ΣR,L;R’+T,L’   elements for atoms connecting to the defect atom R=Rdefect. At the 

interface between both regions we can average the two types of ΣR,L;R’+T,L’   matrix bocks.  With 

this versatile tool, we can now explore how to construct a reasonable Σ for the supercell with a 

defect without actually having to carry out a time consuming GW calculation for the large 

system. We can also limit the range of sites R’+T to explore how long-ranged Σ is required for a 

desired accuracy.  For a small enough supercell we can eventually carry out the fully self-

consistent QSGW calculation and compare with the approximate schemes to prove the validity 

of the latter.  However, we can then expand to even larger cells to reduce the supercell finite size 

effects and improve the accuracy of the defect calculation at little extra cost.  We are in the 

process of testing this strategy.  
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 Illustrative examples: As first exam example we studied the AsGa antisite in GaAs. This is 

a well-known defect closely related to the EL2 defect. First we constructed a minimal defect cell 

of 8 atoms from the primitive 2 atom zinc blende cell with 1 antisite defect. This could still be 

easily calculated at the QSGW level. We then constructed a 64 atom supercell for the same 

defect and constructed the Σ for this cell from that of the primitive perfect crystal cell for all 

atoms except the defect atom itself. The latter is taken from the 8 atom cell.  In Fig. 1 we 

illustrate the band structure of the 64 atom cell in the LDA and this approximate cut-and-paste 

QSGW method.  In the LDA (relativistic all electron band structure) the band gap of GaAs is 

significantly underestimated (0.60 eV) and as a result the defect level band structure is hardly 

recognizable. The defect level band in fact moves below the VBM. Once the approximate Σ is 

added, the band gap is  increased to 1.83 eV and a defect band emerges in the middle of the gap. 

This is in fact the a1 state formed from the As dangling bonds surrounding the antisite forming a 

bonding state with the AsGa site. One may also recognize a second defect band just at the edge of 

the CBM which is the t2-like excited state of the defect.  In future work we will explore the more 

interesting aspects of this defect, namely the distorted metastable state that occurs when one 

electron is excited to the t2-state. However, the potential of the methodology is already clear 

here.   

 

 

Our second example (not shown here) is a ZnGe antisite in ZnGeN2. Here we performed a fully 

self-consistent calculation for a 32 atom defect cell and subsequently used it to model the Σ in a 

128 atom cell. We found that the defect level structure is similar to what we obtained in LDA. 

The GW correction  simply increases the gap and acceptor-like defect levels near the VBM  shift 

slightly deeper into the gap. This is consistent with our earlier findings that the GW-Σ in this 

Figure 1: AsGa in GaAs 64 atom supercell  band structure and DOS, left LDA and right LDA+Σ 

constructed with cut-and-paste  approach from perfect crystal Σ and 8 atom defect Σ.  
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material mostly shifts only the conduction bands up but does not significantly change the VBM 

nor the acceptor like levels close to it.    

 Supercell size effects: In the course of developing the above methodology, we also 

reviewed and improved our procedures for dealing with finite size effects in the defect 

supercells. Specifically, we developed a method for determining the so-called alignment 

potential. For a charged defect, the potential near a defect falls off as q/εr but we found that in 

some cases the charge here should be taken as an effective charge rather than the nominal 

charge. This is because the net charge of a defect consists both in the nuclear charge density 

which is localized delta-function-like and an electronic charge density from the defect wave 

function which can be delocalized if the defect is a shallow defect. We applied our approach in a 

study of native defects in ZnGeN2 [1] in which we also studied the concentrations of defects and 

Fermi level pinning by the dominant defects, which turn out to be the ZnGe
-1 acceptor and GeZn

+2 

donor states. 

 Lattice polarization effects in QSGW: It has recently been pointed out that in ionic 

materials, the lattice polarization to the screening also affects the screened Coulomb interaction 

W in the GW method. In our study [2] of the band structure of V2O5, we found that the QSGW 

method strongly overestimates the band gap. Because it also has quite large LO-TO splittings, 

we hypothesized that the lattice polarization effect could be an important factor in this 

overestimate of the band gap. In that paper, we estimated the effect as a reduction factor of W by 

a factor ε∞/ε0 using direction averaged dielectric constants. However, this approach is not 

theoretically satisfactory because it applies the same correction factor to W(q,ω) for all q and ω, 

whereas this effect should only affect the q → 0 and ω → 0 limits. A more complete 

implementation of this effect following the approach of Botti and Marques, [3] was implemented 

in the FP-LMTO QSGW code including a proper treatment of the anisotropy and tested for 

various materials. An important problem here is that the formalism applied does not itself 

provide a good measure of the range of q that is affected.  Although we made some estimates of 

this, which indicate that the effect is significantly smaller than previously assumed, we are still 

working on this problem by carrying out additional calculations of ε(q) including lattice 

relaxation compared to purely electronic screening. Meanwhile it already appears that in V2O5 

the lattice polarization effect is much smaller than we thought and instead excitonic effects need 

to be taken into account. This will be pursued in our recently submitted renewal proposal. 

Meanwhile, we have already studied additional aspects of V2O5, in particular doping of the split-

off conduction band, as occurs in NaV2O5, leads to the formation of magnetic moments and 

antiferromagnetic ordering. Our calculations[4] predict a transition to ferromagnetic ordering for 

doping slightly less than half filling of the split-off band.  Our interest in this system stems from 

the possibility to exfoliate V2O5 to atomically thin layers and thereby gaining unprecedented 

control over the doping of this material, combined with its unique structure consisting of 1D 

chains within the 2D layers.  
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 Lattice dynamics in halide perovskites: Halide perovskites have recently attracted great 

attention in photovoltaics. From a fundamental point of view they exhibit a number of interesting 

phenomena: a combination of ionic bonding with intra-cluster covalent bonding, strong lattice 

dynamical effects on the dielectric constants because of the large LO-TO splittings, various types 

of instabilities via soft phonons. As part of this project, we have studied the lattice dynamics and 

electronic band structure in this family of materials.  We have studied the role of soft-phonons in 

the phase transitions of CsSnX3, the phonons and Raman spectra in monoclinic CsSnCl3, the 

electronic band structure in CsGeX3 and CsSiX3 halides and the phonons and Raman spectra of 

the CsGeX3 compounds. See publication list below. We have shown that there is a distinct 

distortion mode for the Pb and Sn families of these halides from the Ge and Si ones: the former 

distort by octahedral rotation soft-phonon modes and eventually form edge-sharing octahedral 

structures, while the latter undergo a ferro-electric rhombohedral distortion.  

Future Plans 

 In our recently submitted renewal proposal we propose to further test our newly 

developed cut-and-paste self-energy editor approach and apply it to interesting point defect 

cases.  As a second direction of research, we plan to study effects beyond the random phase 

approximation screening in QSGW, in particular the role of electron-hole interaction effects in 

the screening. We plan to do this via the bootstrap kernel approach.[5] We also propose to 

combine dynamical mean field theory (DMFT) in the Hubbard-I approximation with QSGW, 

which would allow us to include multiplet splittings of the strongly localized f-states of rare-

earth elements. We plan to apply these approaches primarily to strongly correlated oxides such 

as V2O5 and f-electron materials, such as rare-earth nitrides and rare-earth impurities in 

semiconductors. Combining these new approaches with the lattice polarization effect still under 

study will allow us to obtain a more complete picture of effects beyond standard GW on the 

electronic structure of these materials.  
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STRUCTURE AND DYNAMICS OF MATERIAL SURFACES, 

INTERPHASE INTERFACES AND FINITE AGGREGATES 
 

Principal Investigator: Professor Uzi Landman,  Uzi.Landman@physics.gatech.edu 

School of Physics, Georgia Institute of Technology, Atlanta, GA 30332-0430 

 
PROJECT SCOPE 

The research program emphasizes the development and implementation of computational and 

simulation methodologies of predictive capabilities, and their use as tools of discovery in a broad 

range of materials problems of fundamental and technological interest, with a focus on nanoscale 

systems, where “small is different”. Topics of our research and educational program include: 

1. First-principles explorations of bottom-up growth of atomically precise graphene 

nanostructures, including segmented graphene nanoribbons, sGNRs. Investigations (using 

electronic structure, Greens function transport and relativistic quantum field theory models) of 

topological effects in graphene nanostructures, including transport in atomically precise sGNRs. 

2.  Computational explorations (using exact diagonalization) of the properties of confined 

electrons exhibiting highly correlated states; semiconducting, metal, and graphene quantum dots 

(QDs) at field-free conditions and under the influence of magnetic fields.  

3.  Nanoscale systems exhibiting unique structures, organizations, stabilities, reactivities, and 

dynamics, which endow them with unique physical and chemical properties. These systems are 

made of varied constituent units and under differing conditions, including investigatios of 

nanocrystallites with superatom electronic-shell structure stabilities, self-assembled into ordered 

superlattices, and exhibiting  collective response mechanisms to varying pressure and temperature 

conditions, and unique optical response and transport characteristics. 

 
RECENT PROGRESS (see references, [R#], in the reference list, below) 

1. Graphene Nanorings (GNRGs): Topological effects investigated with tight-

binding (TB) and a position-dependent Dirac formulation [R1]. Analysis of energy 

spectra of graphene nanorings (GNRGs) calculated with TB calculations and with  the use of a  

relativistic quantum field (RQF) theoretical formulation of a Dirac-Kronig-Penney (DKP) model 

revealed fundamentally distinct physical regimes: namely, quantum field theoretical ones 

involving position-dependent or constant masses depending solely on the materials’ shape and 

edge termination, unlike the massless neutrino-like quasiparticle in 2D graphene sheets. These 

predicted signatures could be tested in systems prepared with atomic precision (using the 

methodology employed for graphene nanoribbons), and in nanopatterned artificial graphene..  
We illustrate these concepts and the employment of RQF theoretical approaches  through 

applications to GNRGs, with the polygonal rings viewed as made of connected graphene-

nanoribbon (GNR) fragments – here  we consider armchair GNRs, denoted as aGNRs. The 

excitations of an infinite aGNR are described by the 1D massive Dirac equation, with a constant 

mass term 𝜙(𝑥) ≡ 𝜙0 = Δ/2 ≡ |𝑡1 − 𝑡2|, where the two (in general) unequal hopping parameters 

𝑡1(Nw, t)  and 𝑡2 = -t are associated with an effective 1D tight-binding problem; 𝑁𝑊 is the number 

of carbon atoms specifying the width of the nanoribbon and 𝑡 = 2.7 eV. We recall that armchair 

graphene nanoribbons fall into three classes: (I) 𝑁𝑊 = 3𝑙 (semiconducting, Δ > 0), (II) 𝑁𝑊 =
3𝑙 + 1 (semiconducting, Δ > 0), and (III) 𝑁𝑊 = 3𝑙 + 2 (metallic Δ = 0), 𝑙 = 1,2,3, … . 

GNRGs with semiconducting arms exhibit a particle-hole (particle-antiparticle) gap, as 

indeed we find for a rhombic armchair graphene ring with a width of Nw = 12  carbon atoms 

having type-I corners (see TB results in Fig. 1a). Surprisingly, a rhombic armchair graphene 

nanoring of the same width Nw = 12, but having corners of type-II, exhibits a “forbidden” band 

(with 𝜖 ∼ 0) in the middle of the gap region [see  TB results in Fig. 1b)]. 
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Fig. 1. Aharonov-Bohm spectra (energy 

versus magnetic flux, in units of the flux 

quantum) for rhombic armchair graphene rings; 

the two rings considered (I and II on the left) 

show different atomic arrangement at the top 

and bottom corners. (a) TB spectrum for a 

nanoring with type-I corners and width NW=12. 

(b) TB spectrum for a nanoring with type-II 

corners and the same width NW=12. These 

armchair graphene rings are semiconducting 

(type-I) and metallic (type-II). The three (four) 

lowest-in-energy two-membered bands are 

shown. The hole states (with ε<0, not shown) 

are symmetric to the particle states (with ε>0). 

(c,d) Dirac Kronig-Penney (DKP) spectra 

reproducing the TB ones in (a) and (b), 

respectively. Insets in (c) and (d): schematics of 

the Higgs fields (position-dependent mass) φ(x) employed in the DKP modeling. φ(x)  is approximated by step-like 

functions mi
(n)  n=1,2; i counts the three regions of each half of the rhombus The non-zero (constant) variable-mass 

values of φ(x) are indicated by yellow (red) color when positive (negative). Note the two-membered braided bands and 

the “forbidden” band [within the gap, in (b) and (d)]. The twofold forbidden band with ε ~ 0 appears as a straight line 

due to the very small amplitude oscillations of its two members. t=2.7 eV is the hopping parameter. The edge 

terminations of both the inside and outside sides of the ring are armchair. 

 

The behavior of rhombic armchair graphene rings with type-II corners can be explained 

through analogies with RQF theoretical models, describing single zero-energy fermionic solitons 

with fractional charge, or their modifications when forming soliton/anti-soliton systems. The 

scalar (mass)  field equation of motion gives a 𝑍2 kink soliton 𝜙𝑘(𝑥), which in turn yields a 

fermionic soliton solution when substituted in the generalized Dirac equation. We find that the 

DKP model applied to the  rhombic ring reproduces [see Fig. 1(d)] the TB spectrum of the type-II 

rhombic ring (including the forbidden band) when considering alternating masses ±𝑚0 

associated with each half of the ring [see inset in Fig. 1(d)]. The transition zones between the -m0 

and +m0 segments (here two of the four corners of the rhombic ring) are referred to as the domain 

walls, in analogy with the physics of polyacetylene. 

The strong localization of a fraction of a fermion at the domain walls (two of the 

rhombus’ corners), characteristic of fermionic solitons and of soliton/anti-soliton pairs, is clearly 

seen in the TB density distributions (modulus of single-particle wave functions) displayed in Fig. 

2(a). The sublattice component of the tight-binding wave functions localizes at the odd numbered 

corners (1 & 3). These alternating localization patterns are faithfully reproduced [see Fig. 2(b)]  

by the upper, 𝜓𝑢, and lower, 𝜓𝑙, spinor components of the 

continuum DKP model. The soliton-antisoliton pair in Fig. 

2(b) generates an 𝑒/2 charge fractionization at each of the 

odd-numbered corners, which is similar to the 𝑒/2 

fractionization familiar from polyacetylene.  

 

Fig. 2. Wave functions for an excitation belonging to the “forbidden” 

solitonic band. (a) A-sublattice (red) and B-sublattice (blue) components of 

the TB state with energy ε =0.280X10-4 at zero magnetic flux, belonging to 

the forbidden solitonic band of the type-II nanoring with Nw=12  [see Fig. 

1(b)]. (b) Upper (red) and lower (blue) spinor components for the 

corresponding state (forbidden band) according to the DKP spectrum [see 

Fig. 1(d)], reproducing the TB behavior of the type-II nanoring with  

Nw=12, m0 = 0.15t/vF
2. The TB and DKP wave functions for all states of the 

solitonic band are similar to those displayed here. The wave functions here represent a pair of solitons.  
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The absence of a forbidden band (i.e., solitonic excitations within the gap) in the 

spectrum of the type-I aGNRG [see TB spectrum in Fig. 1(a)] indicates that here the corners do 

not act as topological domain walls. Nevertheless, here too, direct correspondence between the 

TB and DKP spectra is achieved by using a variable Higgs field defined as φ(x) = mi
(n)(x)  with 

m1
(n)= m3

(n) = 0 and m2
(n)= m0= 0.15t/vF

2  [see the schematic inset in Fig. 1(c) and the DKP 

spectrum plotted in the same figure]. 

 

2. Interplay of relativistic and nonrelativistic transport in atomically precise 

segmented graphene nanoribbons 

[R1&2]. This work focused on 

manifestations of relativistic and/or 

nonrelativistic quantum behavior, 

explored through tight-binding 

calculations of electronic states, the non-

equilibrium Green’s function transport 

theory, and a newly developed Dirac 

continuum model that absorbs the 

valence-to-conductance energy gaps as 

position-dependent masses, including 

topological-in-origin mass-barriers at the 

contacts between segments.  

Fig. 3. Conductance quantization steps (a) for a 

uniform semiconducting armchair nanoribbon (I) 

contrasted to Fabry-Pérot (FP) oscillations (b-f) of 

two 3-segment armchair GNRs [(II) and (IV)] with 

both a semiconducting central constriction and semiconducting leads (13-7-13 and 7-13-7). For the systems shown here 

all the segments have armchair edge termination (hence, AAA), and all have width corresponding to semiconducting 

GNRs [hence (sss)]. (III, V) Schematics of the mass barriers used in the Dirac- Fabry-Pérot (DFP) modeling, with the 

dashed line denoting the zero mass. The physics underlying such a junction is that of a massive relativistic Dirac 

fermion impinging upon the junction and performing multiple reflections (above m1vF
2) within a particle box defined 

by the double-mass barrier. (c,e) TB-NEGF conductance as a function of the Fermi energy of the massive Dirac 

electrons in the leads. (d) DFP conductance reproducing [in the energy range of the 1G0  step, see (b)] the TB-NEGF 

result in (c).  (f) DFP conductance reproducing the TB-NEGF result in (e).  

The electronic conductance has been found to exhibit Fabry-Pérot (FP) oscillations 

associated with formation of a quantum box (resonant cavity) in the junction. Along with the 

familiar optical FP oscillations (with equal spacing between neighboring peaks) that we find for 

massless electrons in GNRs with metallic armchair central segments, we find other FP categories. 

In particular, our calculations reveal: (a) A massive relativistic FP pattern exhibiting a valence-

to-conduction gap and unequal peak spacing, associated with semiconducting armchair 

nanoribbon central segments, irrespective of whether the armchair leads are metallic or 

semiconducting  (Fig..3). (b) A massive non-relativistic FP pattern with 1/𝐿2 peak spacings, but 

with a vanishing valence-to-conduction gap. This is the pattern expected for carriers in usual 

semiconductors described by the (nonrelativistic) Schrödinger equation, and it is associated with 

zigzag nanoribbon central segments (for both  zigzag or metallic armchair leads are used. 

Perfect quantized conductance steps were found only for uniform GNRs (Fig. 3a). This 

behavior obtained through TB-NEGF calculations is reproduced by the 1D continuum fermionic 

Dirac-Fabry-Pérot (DFP) interference theory, with an effective position-dependent mass term to 

absorbing the finite-width (valence-to-conduction) gap in armchair nanoribbon segments, as well 

as the interfacial barriers between GNR segments forming  junctions. For zigzag nanoribbon 

segments the mass term in the Dirac equation reflects the nonrelativistic Schrodinger-type 

behavior of the excitations, and it is much larger than the particle mass in semiconducting arm- 
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Fig. 4. Conductance for ZZZ (all-zigzag edge termination, left) and 

AZA (armchair-zigzag-armchair edge termination, right) segmented 

GNR junctions. See corresponding lattice diagrams in (I) and (II). The 

3-segment GNRs are denoted as  N1
W– N2

W – N1
W, with NL

W (L =1,2) 

being the number of carbon atoms specifying the width of the ribbon 

segments. The armchair leads in the AZA junction are metallic (N1
W= 

23 class III aGNR). (a) & (b) TB-NEGF conductance for the ZZZ and 

AZA junction, respectively. (c ) & (d) DFP conductances reproducing 

the TB-NEGF ZZZ junction result in (a), and in  (d) for the AZA 

junction (in b).  The Fabry-Pérot patterns in (a) and (b) are very 

similar, manifesting control by the central segment. According to the 

continuum relativistic DFP analysis, the physics underlying such 

patterns is that of a massive nonrelativistic Schrödinger fermionic 

carrier performing multiple reflections within a cavity defined by a 

double-mass barrier [see diagram in (III)].  
 

chair terminated GNR segments. In the zigzag GNR 

segments (always characterized by a vanishing valence-

to-conduction energy gap), the mass corresponds simply to the carrier mass, whereas in the aGNR 

segments the carrier mass endows the segment also with a valence-to-conduction energy gap, 

according to Einstein’s relativistic energy relation.  

 

PLANNED ACTIVITIES 
 Atomically precise segmented graphene naoribbons (sGNRs) , rings and dots – structures, 

spectra and transport in sGNRs, made of armchair or zigzag terminations (and their 

combinations), including multiple-armed junction configurations,  will be explored with first-

principles calculations, non-equilibrium Greens function transport techniques, the generalized 

Dirac equation  that includes spatially varying mass terms (scalar field) and matrix-transfer 

transport method. . These studies will include magnetic field-free conditions as well as 

magnetoresistance calculations. Additionally we will explore sGNRs  with embedded graphene  

rings and dots, as elements in graphene-based circuitry. Aharonov-Bohm effects on the transport 

in such hybrid configurations will be explored. 

Highly-correlated states in 2D multi-quantum-dots (MQDs) – Correlated states of electrons in 

2D semiconductor MQDs will be explored with the use of configuration interaction (CI) exact 

diagonalization of the microscopic Hamiltonian, for field-free conditions and as a function of 

applied magnetic field, as well as the dependencies on detuning between the QDs. The formation 

of electron Wigner-molecules and development of spin states (in particular antiferromagnetic 

ordering) and mapping onto Heisenberg and t-J Hamiltonian spin-chain and spin-cluster models 

will be investigated in the context of the use of MQDs as quantum computing logic gates. 

Atomically precise 3D nanocrystals – A first-principles strategy for the prediction of atomic 

arrangements in 3D metal (e.g. Au, Ag, Pd and their alloys) nanocrystallites will be developed, 

and their electronic superatom shell stability, optical spectra (TDDFT) and self-assembly will be 

investigated. The mechanical response of 2D and 3D superstructures will be explored.   
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Strongly correlated electronic systems: local moments and conduction electrons. 

Patrick Lee, MIT 

Superconductivity, Weyl, semimetals, photovoltaic 

 

Project Scope 

In the past two years we have focused our attention on two topics. The first concerns Weyl 

semimetals, their transport properties and their interaction with light. We came up with a 

semiclassical explanation of the linear magneto-resistance which has been found experimentally 

in this class of materials. [P1] We also found a number of unusual phenomena when the Weyl 

semimetal is exposed to light. Examples include the generation of anomalous Hall effect, [P2] a 

transition between type I and type II Weyl cones [P4] and the spontaneous production of current 

in materials which break inversion and mirror symmetry. [P6] A second topic is the theory of 

superconductivity at very low density. Here we are inspired by the recent revival of interest in 

the superconductivity in doped SrTiO3, either in the bulk or at heterostructure interface. We find 

that at the lowest density, the Fermi energy is only 10 Kelvin, much lower than any optical 

phonon frequency so that the conventional BCS theory of pairing via phonon exchange cannot 

apply. The acoustic phonon also does not work because the coupling constant is much less than 

unity. We propose that exchange of plasmon may be the only viable mechanism for 

superconductivity in the lowest density bulk samples. [P5] 

 Recent Progress  

A. Transport and optical properties of Weyl semimetals.  

 

In the past several years there have been great interests in a new class of materials called 

Weyl semimetals. [1] There are three dimensional materials where there exist linearly 

dispersing bands which cross without any band gap They can be thought of as three 

dimensional analog of graphene. Their existence requires materials which break either 

inversion or time reversal symmetry and each Weyl point is a monopole source or sink of 

Berry’s curvature. Interesting phenomena such as Fermi arc surface states and chiral 

anomaly in magneto-transport have been predicted. A large number or materials which 

harbor Weyl points has been discovered and many of the predictions verified. [2] One 

puzzling observation has been that large linear magneto-resistance seems to be ubiquitous 

in this class of materials. [3] This often mask the more fanciful effects such as the 

negative magnetoresistance due to chiral anomaly. The phenomenon of linear 

magnetoresistance itself has a long history. There has been very few viable proposals, but 

the best known one by Abrikosov does not apply because it requires a large field so that 

the zeroth Landau level is occupied. We propose a model of electrons moving in a slowly 
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varying potential and found that by careful studies of the drift motion of the guiding 

center, linear magnetoresistance can be obtained. [P1] There is independent evidence that 

disorder scattering is mainly forward in these materials, justifying our model of a smooth 

random potential. 

 

A second direction we pursued is the interaction of light with the Weyl semi-metals. We 

find that laser light pushes the position of the Weyl points in momentum space in such a 

way that the chirality no longer cancels, resulting in a photoinduced anomalous Hall 

effect, ie. by shining circularly polarized light on these materials, a Hall conductivity can 

be produced without any applied magnetic field. [P2] 

 

Very recently, we took this approach one step further and showed that when inversion 

symmetry and mirror symmetry are broken, the Weyl semimetals exhibit a large photo-

current, ie. circularly polarized light produces a spontaneous current without any applied 

voltage. [P6] As seen in Fig. 1 the tilting of the Weyl cone (which is generic with these 

broken symmetry) turns out to play a crucial role. The linear dispersion of the Weyl 

system offers two important advantages. First the photon energy can be very low and 

limited only by the position of the chemical potential relative to the node energy, which 

can be a few to tens of meV in practice. Second electron velocity is independent of the 

electron density and is large, thus giving a large current even when the chemical potential 

is small. As a result, this effect may be observable even at room temperature and may 

have practical application as detectors in the terahertz range. 

 
FIG. 1. Schematics of photocurrent generations in Dirac and Weyl systems. Circularly polarized photons 

propagating along the z-axis induce spin-flip vertical transitions denoted by the red arrows. (a) In a 2D 

ideal Dirac system, the excitations are symmetric about �⃑� = 0 at each Dirac node and thus the photocurrent 

vanishes. (b) In a 3D Weyl system with an upright crossing spectrum, the extra dimension allows an 

asymmetric particle-hole excitation along qz and creates a chirality-dependent photocurrent from each 

Weyl cone. However, the chiral currents from a monopole and an anti-monopole negate each other, 

yielding no net current. (c) In the presence of tilt along some direction qt, asymmetric excitations can 

happen when the system is doped away from the neutrality. The resultant photocurrent is not just deter- 

mined by the node chirality and the total current is generically non-zero. 
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B. Superconductivity at very low densities. 

The BCS theory very successfully explains superconductivity in metals. The essential attraction 

between electrons, according to this theory, is generated by exchange of phonons, which have a 

characteristic frequency D. A crucial condition for the applicability of the theory is the 

‘retardation’ condition, namely that D ≪  ∈ F , where is ∈ F  is the Fermi energy. This condition 

holds in almost all known conventional superconductors and seems to be a universal property. 

An outstanding exception is doped strontium titanate (SrTiO3). Free charge carriers in this 

material are achieved by inducing oxygen vacancies or doping with elements such as La or Nb. 

Superconductivity is typically observed at temperatures lower than a few hundreds of 

Milikelvins. The transition temperature exhibits a dome shape as a function of carrier 

concentration, which extends to surprisingly low densities. Recently it has been reported that 

superconductivity extends to densities as low as n3d = 5 × 1017 cm−3 where the Fermi energy is ∈

 F ∼1meV. [4] In this situation is ∈F is certainly not greater than D, and therefore BCS theory 

does not apply. The natural question is therefore, why is strontium titanate superconducting at 

such a low density? 

We find that almost all of the previous work on SrTiO3 failed to address this question. After 

exhausting any possible mechanism using optical or acoustic phonons, we propose that the only 

viable mechanism is the exchange of plasmons. [P5] Due to the very large dielectric constant, the 

plasma frequency is smaller than the Fermi energy, in contrast to most conventional metals. By 

assuming a local reduction of the dielectric constant, we can account for the doping dependence 

of the transition temperature. 

 

FIG. 2 Superconducting transition temperature vs doped electron concentration in SrTiO3. Dots are data from [4] and 

blue lines are theory curves from P5. 
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Future Plans 

We plan to further pursue both topics in the near future. In the Weyl semimetals we plan to 

collaborate closely with Nuh Gedik at MIT to experimentally test our proposals on the 

anomalous Hall effect as well as the photo-current effect. Once the material is identified (and we 

have several candidates), we will carry out detailed calculations of the photo-current direction 

and amplitude and its dependence on the incident direction of the light. We will also continue to 

explore other unusual effect related to the unique properties of the Weyl spectrum. 

For superconductivity we are intrigued by another class of superconductors at low densities. 

These are the half-Heusler compounds, a typical example being YPtBi which has a Tc of 1.6K 

and a density of 1019 cm-3. [5] These are noncentro-symmetric materials, with the possibility of 

band inversion like a topological insulator. Spin-orbit coupling is strong. We do not think the 

plasmon mechanism is at play here, but strong coupling effect must be in present. For example, 

the coherence length is only 15mm, which is comparable to the spacing between electrons. At 

the same time, the current interests in topological insulators have focused attention on many 

small band gap semi-conductors. These typically have dielectric constant near 100 and are 

promising places to look for plasmon induced pairing when doped.  
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Design of functional materials based on new principles of disorder 

Andrea J. Liu, Department of Physics and Astronomy, University of Pennsylvania 

Keywords: functional materials, scaling theory, jamming, disordered solids, glasses 

 

Project Scope 

Central to the theory of equilibrium phase transitions is the fact that the free energy can 

be written in a scale- invariant form that captures scaling exponent relations. Our work shows that 
for the jamming transition, the elastic energy is the relevant free energy and can be expressed in 

a scale- invariant form consistent with known exponent relations. This result places jamming in 
the context of the theory of critical phenomena, suggesting the potential for a theoretical 
description of the non-equilibrium jamming transition on par with that of Ising criticality. It also 

provides powerful support for the idea that the observed commonality in the mechanical and 
thermal response of disordered solids can be understood as a manifestation of universality 

associated with the critical jamming transition [1].  

The jamming transition marks the onset of rigidity in athermal sphere packings, and was 
originally proposed as a zero-temperature transition [1] for soft repulsive spheres in a non-

equilibrium “jamming phase diagram” [2] of varying packing density and applied shear. Many 
studies have documented behaviors characteristic of critical phenomena near the jamming 

transition, including power-law scaling and scaling collapses of numerous properties with the 
expression of quantities in terms of scaling functions, diverging length scales, and finite-size 
scaling. Theories have been developed to individually understand and relate some of these power 

laws, but a unified scaling theory has been lacking.  

The critical-point scaling ansatz introduced by Widom in the 1960s was a key advance in 

the theory of critical phenomena that set the stage for the development of the renormalization 
group. The ansatz writes the state functions near continuous equilibrium phase transitions in 
terms of power-law ratios of the control parameters. By positing a scaling function for the free 

energy, it exploits the fact that quantities such as the specific heat, magnetization and 
susceptibility are derivatives of the free energy to derive not only relations among their scaling 

exponents, but among their scaling functions. Thus, the scaling ansatz provides a unified and 
comprehensive description of systems exhibiting what later was realized to be an emergent scale 
invariance. 

 Recent Progress  

 We have recently developed a unified scaling theory for the jamming transition in terms 

of the fields originally identified by the jamming phase diagram [2], namely density and shear. 
The fact that the jamming transition can be described by a scaling ansatz is powerful evidence of 

the existence of criticality at the jamming transition. Unlike most systems exhibiting dynamical 
scale invariance, we find that a jammed system can also be viewed as a material whose critical 
properties are determined by a state function, analogous to those at thermodynamic critical 

points.  
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We introduce a scaling ansatz [3] for the elastic energy of a sphere packing just above the 
jamming transition to develop a unified theory of the scaling exponents and scaling functions for 

the energy, excess packing fraction, shear strain, pressure, shear stress, bulk modulus, shear 
modulus and system size. Our theory yields scaling relations that relate the singular behavior of 

all of these quantities to only three independent scaling exponents, which can be extracted from 
known numerical and theoretical results. It predicts new exponents for the shear stress and shear 
strain. Most importantly, however, our scaling theory shows how the jamming transition can be 

understood in the context of the theory of critical phenomena.  

We consider d-dimensional jammed packings of soft frictionless spheres at temperature T 

= 0 with packing fraction φ. Note that the packing fraction at the jamming transition, φc,Λ, 

varies from one member of the ensemble Λ to the next. For each packing, we characterize the 
distance above the transition by ∆φ ≡ φ − φc,Λ [1]. Systems are further characterized by the 

average number of interacting neighbors per particle (the contact number, Z), which satisfies Z ≥ 
Zmin where Zmin = 2d − (2d − 2)/N approaches the isostatic value Ziso ≡ 2d in the 

thermodynamic limit [1]. A key quantity is the excess contact number (the number of contacts 
per particle in excess of the minimum value), namely ∆Z = Z − Zmin. For a given protocol for 

preparing jammed states, the mean dimensionless energy density E of a sphere packing will 

depend on ∆Z and ∆φ as well as the shear strain ε and the system size N. We define ε relative to 
the strain of the as-quenched state.  

Our scaling ansatz [4] is:  

   𝐸(ΔΖ,Δ𝜑, 𝜀, 𝑁) = ΔΖ𝜁𝐸0 (
Δ𝜑

Δ𝑍𝛽𝜑
,

𝜀

Δ𝑍𝛽𝜀
, 𝑁Δ𝑍𝜓)   [1] 

where the scaling exponents ζ, βφ, βε and ψ are to be determined. Eq. 1 is set up so that the 

leading singular part of the elastic energy in the thermodynamic limit is proportional to ∆Z ζ . 
The excess packing fraction ∆φ and shear strain ε represent components of the same strain tensor 

(compression and shear respectively) but are allowed to scale differently. This would seem 
natural, since they are different “relevant directions” in the jamming phase diagram. The 

different exponents lead to different scaling properties for the bulk and shear moduli, B and G 
[1]. 

We proceed by calculating derivatives of the energy (Eq. [1]) with respect to ∆φ and ε to 

obtain scaling expressions for the pressure p and the residual shear stress s. Similarly, the bulk 
modulus B and shear modulus G are second derivatives of the energy.  The four exponents for p, 

s, B and G can therefore be related to the four exponents in Eq. [1] via scaling relations. In 
addition, we derive a fifth scaling relation connecting shear stress to pressure via system size. 
Thus, by using previous theoretical or numerical results to obtain 3 of the 8 exponents, the 

remaining 5 can be determined from the scaling relations.  Of these, two are new to the literature; 
one is verified in Fig. 1 and the other has recently been verified by others [4]. These results 

validate the scaling ansatz. 
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 The fact that the jamming transition can be 
described by a scaling ansatz implies that the jamming 

transition exhibits emergent scale invariance, and that the 
tools of the theory of equilibrium critical phenomena, 

such as coarse-graining and rescaling to study 
renormalization group flows, should be applicable. The 
scaling ansatz is therefore an important step towards a 

complete theoretical description of the jamming transition 
capable of systematically including friction, non-

spherically-symmetric potentials, three-body interactions 
and other features of the real world, to understand the 
extent of universality in the mechanical properties of 

disordered solids.  

Future Plans 

 Our first step will be to consider the effects of 

anisotropy.  Spheres with frictional interactions are able to 

jam at much lower densities than those without friction 

when subjected to an external shear stress, leading to a so-

called ``shear-jammed" state [5]. Until recently, it was 

thought that friction was necessary for shear jamming. 

However, recent studies have shown that shear jamming 

of frictionless particles is possible for finite systems [5]. 

Our preliminary results show that the shear-jammed state is fundamentally different, even in the 

thermodynamic limit, because it has an anisotropic structure. This leads to different scaling of 

the shear modulus, which jumps discontinuously at the jamming transition, in contrast to the 

isotropically- jammed state, where it rises continuously from zero at the jamming transition. The 

important question is whether the shear-jamming transition belongs to a different universality 

class due to anisotropy, or whether it is fundamentally the same as the isotropic jamming 

transition. 

 We are also using real-space renormalization group approaches to study the jamming 

transition. We start with the covariance matrix 𝐶 = 〈𝑢𝑖𝛼𝑢𝑗𝛽〉 , where 𝑢𝑖𝛼 is the α-component of 

the displacement of particle i from its equilibrium position. This matrix C is the inverse of the 

dynamical matrix D.  We can therefore add together the displacements of nearby particles to 

obtain a coarse-grained displacement and invert to obtain the coarse-grained dynamical matrix. 

The idea is then to rescale the resulting dynamical matrix to understand how its behavior flows 

with coarse-graining. 
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Fig. 1. Scaling collapse of the residual 

shear stress. (a) s2 as a function of ΔZ. 
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systems at fixed N∆Z and p/∆Z2. This 

also collapses as predicted. 
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Project Scope 

  

The goal is to understand and compute material properties and behaviors, covering complex 

materials, nanostructures, reduced-dimensional materials, and strongly correlated electron 

systems. Novel materials and new concepts are explored.  Studies include:  superconductivity 

and mechanisms; excited states in novel materials; methodology developments; symmetry and 

topological phases; and transport phenomena.  A variety of theoretical techniques are employed, 

ranging from first-principles electronic structure calculations to new conceptual and 

computational frameworks suitable for complex materials/nanostructures and strongly 

interacting electron systems. Emphasis is on investigation of realistic systems employing 

microscopic first-principles approaches, including many-electron effects. Model systems are 

also examined.  Close collaboration with experimentalists is maintained.  Another emphasis is to 

push theory beyond the Landau paradigm. New phenomena, new phases, and new organization 

principles may be discovered. Equally important is the development of computational methods 

suitable for increasingly complex materials and strongly correlated materials. 

   

Recent Progress 

 

Activities since the last PI Meeting in 2014 covered advances on two-dimensional (2D) crystals, 

topological phases, molecular junctions, nanostructures, superconductors, photovoltaics, 

strongly correlated systems, and new theoretical and computational methods.  Since July 2014, 

fifty papers have been published acknowledging this Program including 1 Science, 4 Nature 

“family”, 5 Phys. Rev. Letters, 8 Nano Letters, 1 PNAS, etc. articles.  The work has led to 

formulation of new concepts, prediction of novel phenomena, and explanation of experiments 

for a range of materials.  Some selected results are: 

 Discovery of electron supercollimation in graphene and 2D Dirac fermion materials using 

1D disorder 

 Tuning and control of charge transport and rectification in molecular junctions 

 Theory of underdoped superconducting cuprates as topological superconductors 

 Development of range-separated hybrid functional for electronic structure calculations 

 Methods for calculating transport at molecular interfaces 
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 Prediction of tunable magnetism and half-metallicity in hole-doped monolayer GaSe 

 Theory and magneto-optical spectroscopy of SU(4) symmetry breaking in epitaxial 

graphene 

 Mechanism of large electron-phonon interactions from FeSe phonons in a monolayer 

 Theory of topological phase transition 

 Efficient methods and algorithms for:  a) self-consistent GW calculations, b) classical force 

field simulations, and real-time Time Dependent Density Functional Theory 

 New method for automated construction of maximally localized Wannier functions 

 Discovery of massless excitons in 2D crystals 

 Theory of interplay of bias-driven charging and the vibrational Stark effect in molecular 

junctions 

 Proposal for a bulk material based on monolayer FeSe on SrTiO3 high Tc superconductor. 

 

Future Plans 

 
Planned activities are focused in: 1) superconductivity and mechanisms; 2) excited-state 

properties of novel materials; 3) theoretical and methodological developments; 4) symmetry and 

topological phases; and 5) transport phenomena.  Areas 1 & 4 concern with understanding 

and/or discovery of new phases and new classes of materials with novel properties.  Areas 2 & 5 

concern with excited-state (spectroscopic) and transport properties of materials and 

nanostructures.  Area 3 concerns with developments of theoretical and computational methods 

that would allow accurate and predictive studies.  Some selected projects include: 

 Superconductivity mechanisms in Fe-based superconductors  

 Exploration of 3D heterostructures to enhance superconductivity  

 High Tc superconductivity in H-S and H-P systems 

 Optoelectronic phenomena in quasi 2D materials and those with defects 

 Controlling plasmons in metallic transition metal dichalcogenides layers and related quasi-

2D materials. 

 Method for Wannier representation of Z2 topological insulators 

 Explore difference between Landau-like and topological phase transitions  

 Temperature dependent topological phase diagrams and electron-phonon interactions 

 Diffusive transport properties of halide perovskites and topological materials 

 Methods and their applications to transport phenomena through nanoscale heterogeneous 

interfaces 

 Photophysics & excitons of materials with nontrivial band topology 
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CHARGE CARRIER HOLES CORRELATIONS AND NON-ABELIAN PHYSICS IN 

NANOSTRUCTURES, QUANTUM HALL EFFECT AND  

HYBRID SUPERCONDUCTOR/SEMICONDUCTOR STRUCTURES.  

 
Principal Investigator: Yuli Lyanda-Geller, yuli@purdue.edu 

Department of Physics and Astronomy, Purdue University West Lafayette IN 47907 

 

Project Scope. 

The project goal is to uncover new non-Abelian effects and states with non-Abelian statistics in 

charge carrier hole systems. We investigate Fractional Quantum Hall states at and around 

crossings in spectra of single-particle hole states arising due to strong angular momentum-orbital 

interactions of Luttinger holes. Methods of investigating systems with strong coupling of spin 

and orbital degrees of freedom and coupling of in-plane and out of plane motion are developed. 

Understanding edge states in quantum Hall charge carrier hole systems are central to potential 

realization of Majorana Fermions, parafermions and Fibonacci anyons in hole settings. 

Recent Progress 

Magnetic field spectral crossings of Luttinger holes in quantum wells 
 

Over several decades, understanding spectra of holes in spin 3/2 degenerate valence band in a 

magnetic field has been a challenging problem. In quantum wells, the problem becomes even 

more non-trivial due to a strong coupling of spin, in-plane motion of holes and their motion in 

the direction of spatial quantization. We have achieved significant progress in understanding 

quantization of the magnetic field spectrum of quantum well holes described by Luttinger 

Hamiltonian. The principal result is finding numerous crossings between various hole  

levels, including those in the ground state of holes. Our results account for coupling of cyclotron 

motion with spatial quantization and spin, which represents the crucial effect of mutual 

transformation between heavy and light holes upon reflection from hetero-boundaries.  

 

 

 

 

 

 

 

 

 

These effects were largely omitted by researchers earlier. We found an analytical method to 

include these effects non-perturbatively, which significantly affects the spectrum compared to 

inclusion of perturbative admixture of hole states.  

 
The results further include: 
 

 Determination of g-factors of holes in a high magnetic field. 

Fig. 1. Transformation of a heavy hole 

1 into heavy hole 2 or light hole 3 

upon reflection from heterointerface. 
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 Determination of cyclotron mass. Proof that for high Landau indices the cyclotron mass 

coincides with in-plane hole mass in the absence of magnetic field. 

 Theory of Dresselhaus spin-orbit interactions in a high magnetic field including non-

trivial 𝑘𝑧
3term. 

 Effects of anisotropy (warping) have been fully accounted. 

 Analysis of the origin of beats in Shubnikov-De Haas oscillations, which arise from 

Luttinger terms alone, in the absence of Dresselhaus and Rashba interactions. 

 
Hole spectra in quantum wells and wires 
 

We derived hole spectra in quantum wells and wires[1,3]. These spectra define both topological 

phenomena, such as Majorana zero modes in proximitized wires and non-Abelian fractional 

quantum Hall effect states of holes, and spintronic effects such as generation and manipulation  

of spin currents. The new understanding of spectra accounts for mutual transformation of heavy 

and light holes Fig.1, that changes hole mass, spin-orbit constants and g-factors. 
 

The treatment of low-dimensional holes has been controversial for a long time. The majority of 

authors treats holes like electrons: if the motion of particles is quantized in direction z in a well of 

width d, their Hamiltonian is solved by replacing momentum p_z by zeros and 𝑝𝑧
2 by its expectation 

value in the ground state, (ℏ𝜋/𝑑)2, and spin-orbit and Zeemann terms are found by using a 

perturbation theory. However, this approach for holes is flawed. The Luttinger Hamiltonian terms 

proportional to [J_zJ_x]p_xp_z and to [J_zJ_y]p_yp_z, which are neglected in this approach, 

transform heavy holes into light holes and couple in-plane motion with motion along the growth 

direction of the quantum well or wire, as shown in  Fig.1. Although this effect can be evaluated 

perturbatively by including off-diagonal terms linear in p_z, it then requires summation of an 

infinite number of terms, which are parametrically all the same [1]. We therefore employed an 

alternative non-perturbative approach known since the work by Nedorezov, which was seldom 

used in the past and almost ignored over the past two decades. Our most important results for 

theorists and experimentalists alike are: 

 

We determined g-factor of holes. For decades, both experimental physicists and theorists 

have been convinced that the only contribution to the hole g-factor in quantum wells and wires 

comes from a direct Zeemann coupling between the magnetic field and angular momentum of 

holes. We showed the existence of the strong orbital contribution, resolving a long-standing 

experimental puzzle.  

We derived the Rashba and Dresselhaus spin-orbit constants for hole quantum wells and 

wires. Their values are strogly affected by mutual transformation of holes. 

We derived new 𝜎𝑧 spin-orbit coupling. This new contribution to spin-orbit interaction in 

quantum wells and wires is of interest for spin currents and spin relaxation and dephasing of 

holes in two dimensional hole gas, but plays detrimental role for Majorana fermions in wires. 

Ways to suppress this term have been found. 

 
Theory of the fractional quantum Hall effect in hole systems [2]. 

 

One of the principal goals of the proposed research has been the prediction and understanding of 

new states of matter for charge carrier holes, particularly new Fractional Quantum Hall effect 
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states. We proposed a new method of mapping states of holes 

confined to a finite width quantum well in a perpendicular magnetic 

field to states in a spherical shell geometry, Fig. 2. Holes 

wavefunctions are four-spinors and their in-plane and z-direction 

degrees of freedom are inseparable, making the treatment of 

Coulomb interactions very challenging. For electrons, the in-plane 

and z-direction motion are independent, so it is possible to use the 

Haldane technique of homogeneous states with translationally 

invariant wavefunctions for a finite number of electrons on a sphere 

in a monopole magnetic field. This method cannot be 

applied to holes, hence we apply the spherical shell 

geometry. We calculated two-hole pseudopotentials 

including corrections due to Landau level mixing as well 

as and  three-hole pseudopotentials and their irreducible 

components, and  used them in exact diagonalization of 

finite size hole systems. Evaluating Coulomb interactions 

matrix elements for holes is much more complex than for 

electrons. While the electron wavefunction on the sphere 

in the absence of spin-orbit coupling has a single component, the hole wavefunction has 16 

components (4 angular momenta and 4 spin states). Interaction matrix elements contain summation 

over all angular momenta and spin states of two pairs of states and integration over two radial 

coordinates. There are 65536 "electron-like" matrix elements for holes instead of a single matrix 

element for electrons. This makes modeling for holes a computationally intensive task.  

Compared to electrons, holes have smaller cyclotron energy and stronger Landau level 

mixing by Coulomb interactions. Near crossings in single-hole spectra, a single quantum well hole 

system mimics the physics of electron bilayers. Around crossings, ratio of interaction and 

cyclotron energies can change significantly with a magnetic field, and interaction pseudopotentials 

can be easily tuned. Therefore, hole systems are much more controllable than electron systems. 

We have shown that these features make hole system promising for observation of non-Abelian 

excitations and transition between non-Abelian and Abelian states. In particular, we applied our 

spherical shell method for study of the quantum Hall effect at filling factor ν=1/2. 

 

Non-Abelian matter in the fractional quantum Hall effect of holes at ν=1/2 

 

Recently, a unique fractional quantum Hall effect of holes at half-filling of the ground state of 

holes in magnetic field has been observed by Shayegan's group. For electrons, ν=1/2 state does not 

exist in single-layer systems. Heterostructure quantum wells with 250-300 A width, which were 

part of these studies, are not expected to be transformed into two narrow triangular wells at 

heteroboundaries, and it is highly probable that a single-quantum well physics is responsible for 

the observed state. 

 

Using calculated pseudopotentials, we considered a system of 8, 10,12, 14 and 16holes at ν=1/2 

filling factor. Exact diagonalization shows an angular momentum J=0 ground state separated by a 

gap from the continuum of states, a clear indication of an incompressible state. We have 

demonstrated that in the presence of mixing of hole levels in a magnetic field the overlap of the 

wavefunction of the state of holes with the Moore-Read Pfaffian state is up to 0.7 and the overlap 

Fig 2. Spherical shell configuration 

for modeling hole quantum Hall 

effect, accounting for correlations of 

radial motion, angular motion and 

spin, that describe heavy to light hole 

transformations 
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of excitation wavefunctions reaches 0.6, raising the possibility that charge carrier hole excitations 

at ν=1/2 present an example of non-Abelian matter. We also tested whether it is possible that the 

ν=1/2 state represents the Halperin 331 stateThe overlap of the calculated hole wavefunctions with 

the wavefunction of the 331 state found by Haldane and Rezayi is ~ 0.17 in the broad range of 

fields around the crossing in the hole spectra, making the 331 state highly unlikely. 

 

Majorana zero modes in charge carrier hole quantum wires [3] 

 

In search of Majorana zero modes in hybrid superconductor-semiconductor structures, the key 

problem is achieving significant strength of p-pairing due to spin-orbit interactions. We have 

demonstrated that hole GaAs and InSb systems exhibit stronger p-pairing compared to electron 

systems. While InSb electrons have strong spin-orbit coupling constants γ, the characteristic spin-

orbit energy 𝐸𝑠𝑜 = 𝛾2𝑚 is also defined by the electron mass m, which is very small in InSb. 

In hole InSb and GaAs systems, spin-orbit constants are comparable, but masses are bigger. We 

found optimal conditions for realization of Majorana fermions in quantum well-based nanowires. 

The combination of values of g-factor, chemical potential, and strength of spin-orbit interactions, 

as well as favorable conditions for superconducting proximity effect due to surface defect levels 

inside the semiconductor bandgap, makes these systems a promising experimental setting. 

 

We have advanced an understanding of the criterion for realizing Majorana modes and topological 

superconductivity in hybrid settings with spin-orbit interactions. Spin-orbit effects in hole wires 

lead to momentum-dependent Zeemann fields in all three spatial directions. This situation can also 

take place in electron settings. We have demonstrated that zero energy Majorana mode in this case 

exists despite the Bogoliubov-De Gennes equation cannot have real solutions, and no choice of 

the phase of the superconducting order parameter can decouple real and imaginary parts of the 

BdG wavefunctions. 

 

Future Work. We will extend investigation of the fractional quantum Hall effect to a larger 

number of holes in exact diagonalization studies, use density matrix renormalization group 

method, and analyze non-Abelian nature of quantum Hall states in hole systems by evaluating an 

entanglement entropy. We will study how gate voltage and in-plane magnetic fields affect edge 

states. Their control can lead to creation of helical domain walls between various phase boundaries 

hosting non-Abelian quasiparticles. We will explore the possibility to control hole edge states in 

order to generate and manipulate Fibonacci anyons. 
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Correlation between electron transport and antiferromagnetic ordering 

Principle Investigator: Dr. Allan H. MacDonald (macd@physics.utexas.edu) 

Co-Principle Investigator: Dr. Qian Niu (niu@physics.utexas.edu) 

Keywords: antiferromagnetism, noncollinear, anomalous Hall effect, orbital magnetization, spin 

torque 

 

Project Scope 

 This project involves theoretical research on a variety of related topics connected mainly 

to the interplay between electron and phonon transport and different types of electronic order. 

Three important themes of this work are i) the interrelationship between order in spin and valley 

space and the integer and fractional quantum Hall effect in graphene, ii) the idea of Berry 

curvature in momentum space and its relationship to Hall transport effects and to magnetic order, 

and iii) the relationship between phonon angular momentum and magnetic order.  

Recent Progress  

 Detailed below are our recent works mostly under theme ii) of the project, specifically on 

exploring the correlation between electric fields or currents and antiferromagnetic ordering. 

Antiferromagnets have so far played a more modest role in spintronics than ferromagnets, partly 

because their order parameters are not approximately conserved quantities, and partly because 

their order is less easily detected and manipulated. There are, however, a number of advantages 

of antiferromagnets over ferromagnets application-wise. For example, since antiferromagnetic 

order parameters couple to external magnetic fields rather weakly, spintronic devices based on 

antiferromagnets can be much more robust against external magnetic fields than their 

ferromagnetic counterparts. Another benefit of using antiferromagnets is that their resonance 

frequency is proportional to the square root of the product of antiferromagnetic exchange 

coupling and uniaxial anisotropy, and can therefore be much higher than that of ferromagnets, 

whose resonance frequency at small magnetic fields is only proportional to the uniaxial 

anisotropy and independent of exchange coupling. As such, devices based on magnetization 

dynamics of antiferromagnets can potentially operate at much higher frequencies, i.e., faster, 

than those based on ferromagnets. One major goal of our recent work is to find new ways to 

detecting and manipulating different antiferromagnetic orders. 

(a) Spin pumping and spin-transfer torques in antiferromagnets 

Spin pumping and spin-transfer torques are key elements of coupled dynamics of 

magnetization and conduction electron spin, which have been widely studied in various 

ferromagnetic materials. Recent progress in spintronics suggests that a spin current can 
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significantly affects the behavior of an 

antiferromagnetic material [1], and the 

electron motion becomes adiabatic when the 

staggered field varies sufficiently slowly [2]. 

However, pumping from antiferromagnets 

and its relation to current-induced torques is 

yet unclear. In a recent study, we have 

solved this puzzle analytically by calculating 

how electrons scatter off a normal metal-

antiferromagnetic interface. The pumped 

spin and staggered spin currents are derived 

in terms of the staggered field, the 

magnetization, and their rates of change. We 

find that for both compensated and 

uncompensated interfaces, spin pumping is of a 

similar magnitude as in ferromagnets; the 

direction of spin pumping is controlled by the 

polarization of the driving microwave. Via the Onsager reciprocity relations, the current-induced 

torques are also derived, the salient feature of which is illustrated by a terahertz nano-oscillator.  

(b) Anomalous Hall effect arising from noncollinear antiferromagnetism. 

Shortly after Edwin Hall discovered the Hall effect, voltage perpendicular to current 

direction when conductors are exposed to a magnetic field, he discovered that a similar effect, 

now known as the anomalous Hall effect, occurs in ferromagnetic conductors that does not 

require a magnetic field and is often larger. Although the origin of the Hall effect, Lorentz forces 

on moving charges, was understood soon after the effect's discovery, our understanding of the 

anomalous Hall effect in terms of magnetic 

ordering and spin-orbit coupling started to 

take shape only after a half-century of 

progress in quantum physics and is still 

evolving [3]. Technologically, the 

importance of the anomalous Hall effect 

lies in that it provides a convenient way of 

detecting the order parameter direction of 

magnetic materials using electrical 

measurements. Conventionally the anomalous 

Hall effect was assumed to exist only in 

ferromagnets with a nonzero total 

magnetization. However, in a recent work we 

theoretically predicted that the anomalous Hall effect can exist in certain antiferromagnets with 

Spin mixing conductance Gr as a function of λ and 

δ, standing for rescaled hopping and s-d type 

exchange coupling in the antiferromagnet, 

respectively, for compensated and uncompensated 

N/AF interfaces.  

 

(a) The structure and noncollinear antiferromagnetic 

order of Mn3Ir. (b) Single (111) layer of Mn3Ir. The 

magnetic Mn atoms form a kagome lattice. 
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noncollinear magnetic order that is stable at room temperature, e.g. Mn3Ir. This prediction has 

recently been verified experimentally in a closely related material Mn3Sn [4]. As we pointed out 

above one major challenge of utilizing antiferromagnets in spintronic devices is the difficulty of 

detecting the order parameter direction. The anomalous Hall effect in antiferromagnets shown by 

this work can then be used as an effective indicator of antiferromagnetic order parameter 

directions and suggests great technological potential. 

(c) Magneto-optical effects of noncollinear antiferromagnets 

Magneto-optical Kerr effect (MOKE) refers to the change in the polarization of a linearly 

polarized light upon reflection by a material surface. MOKE is essentially determined by the off-

diagonal optical conductivity, whose zero-frequency limit is just the Hall conductivity. Therefore 

MOKE is closely related to the anomalous Hall effect and is normally found in magnetic 

materials with nonzero magnetization such as ferromagnets and ferrimagnets. Using first-

principles density functional theory, we demonstrated large magneto-optical Kerr effect in high-

temperature noncollinear antiferromagnets Mn3X(X=Rh,Ir,Pt), in contrast to conventional 

wisdom. The calculated Kerr rotation angles are large, being comparable to that of transition-

metal magnets such as bcc Fe. The large Kerr rotation angles and ellipticities are found to 

originate from the lifting of band double degeneracy due to the absence of spatial symmetry in 

the Mn3X noncollinear antiferromagnets which together with the time-reversal symmetry would 

preserve the Kramers theorem. Our results indicate that Mn3X would provide a rare material 

platform for exploration of subtle magneto-optical phenomena in noncollinear magnetic 

materials without net magnetization. 

Future Plans 

 We will continue to explore the interaction between the antiferromagnetic order 

parameters with external perturbations, aiming at effective detection and manipulation of 

antiferromagnetic orders. For example, orbital magnetization from itinerant electrons always 

goes side by side with the anomalous Hall effect. One can naturally expect that in noncollinear 

antiferromagnets with nonzero anomalous Hall effect, there will be accompanying orbital 

magnetization. Indeed, our preliminary first-principles calculations indicated that the orbital 

magnetization of the noncollinear antiferromagnet Mn3Ir is much larger than the net spin 

magnetization due to canting. The orbital magnetization can thus serve as a handle for detecting 

and manipulating the noncollinear antiferromagnetic order through its coupling to magnetic 

fields.  

Separately, since we now know that the anomalous Hall effect in certain noncollinear 

antiferromagnets can be used to read the magnetic configuration through electrical 

measurements, it would be very desirable if the antiferromagnetic order parameters can be 

switched between different directions by electric currents as well, so that one can have an all-

electric reading and writing logic device based on antiferromagnets. We are currently studying 
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the current-induced spin-orbit torque in metallic noncollinear antiferromagnets such as Mn3Sn, 

focusing on nontrivial differences between the noncollinear antiferromagnets and collinear 

antiferromagnets or ferromagnets. We are also interested in the possibility of generating self-

oscillation through the current-induced spin-orbit torque. 
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Structure and Electronic Properties of Dirac Materials 
 
Principal investigator: Eugene Mele 
Department of Physics and Astronomy, University of Pennsylvania, Philadelphia PA 19104 
mele@physics.upenn.edu 
 
Project Scope 
The field of van der Waals heterostructures is driven by the idea that the electronic 
behavior of a stack of two dimensional materials can be exquisitely sensitive to their layer-
layer interactions at the atomic level.  This concept has been demonstrated in proof-of-
principle experiments on graphene-derived materials and related systems. These 
successes highlight a fundamental challenge: atomic level sensitivity necessitates atomic 
level control of interfaces that support a desired functionality. This is inevitably 
complicated by strain, bend and orientational epitaxy of two deformable lattices. Our 
research project seeks to understand how electronic physics in single- and few-layer two 
dimensional forms of matter is controlled by topological lattice defects in the former and 
by  stacking order in the latter. Using single layer graphene as the prototype we study 
lateral confinement of electronic states on grain boundaries and at topological structures 
that are designed to deflect an atomically thin two dimensional material into the third 
dimension. In multilayer graphenes we study the electronic signatures of uniform and 
nonuniform stacking patterns.  Here layer-layer interactions are used to tune the low 
energy semimetallic properties by producing laterally confined transport channels and in 
some cases by inducing optical anisotropies that are impossible in strictly two dimensional 
forms of matter.  
 
Highlights 

 
1. Topological defects in single-layer graphene 
(a)  Topological states and transport signatures in single layer graphene [ref 1] 
Electronic states confined to zero-angle grain boundaries in single-layer graphene are 
analyzed using topological band theoretic arguments. These boundaries embed odd-
membered rings of bonds in the covalent network which lifts the two sublattice (chiral) 
symmetry usually associated with the appearance of topological states at the charge 
neutrality point.  Nonetheless we find that robust zero modes occur in the projected bulk 
gaps of these structures and we provide a topological analysis of the symmetries that 
protect them.  These features are studied by numerical calculations on a tight-binding 
lattice and by analysis of the geometric phases in the k-projected bulk ground states. 
 
(b)  Bend versus stretch in graphene kirigami [ref 2] 
The three-dimensional shapes of graphene sheets produced by nanoscale cut-and-join 
kirigami are studied by combining large-scale atomistic simulations with continuum 
elastic modeling. Lattice segments are selectively removed from a graphene sheet, and the 
structure is allowed to close by relaxing in the third dimension. Although this material is 
known to be very stiff with respect to in-plane strains we find that the relaxed structures 
are quantitatively understood as shapes optimize their bending energies.  This generically 
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produces smoothly modulated landscapes in contrast to the sharp ridge-and-plateau motif 
encountered in macroscopic lattice kirigami.  The microscopic basis for this unexpected 
result was identified.  The surface shapes and their interactions are well described by a 
new set of microscopic kirigami rules that resolve the competition between bending and 
stretching energies at the nanoscale and for the case of graphene provide a new route to 
controllably writing strain patterns that can ultimately couple shape to electronic motion.   
 

Figure 1 Kirigami on a honeycomb lattice is  generated by 
removing a strip of atoms and reconnecting the 
undercoordinated sites to generate a pair of 
compensating dislocations at the terminations of the  
“branch cut”.  This reconstructed network relaxes by a 
vertical deflection into the third dimension.  An 
inextensible medium (c-d) does not allow any in plane 
strain so the reconstruction is a ridge and plateau motif 
where all the Gaussian curvature is confined within its 
dislocation cores. Graphene is also very in-plane stiff, but 
its relaxed structures (e-f) smoothly distribute the 
Gaussian curvature so as  to minimize the bending energy 
at the expense of incurring some nonzero strain energy. 

 
 
 

 
 
2. Stacking walls and textures in graphene bilayers  
(a)  Confined modes at AB/BA domain walls in bilayer graphene [ref 3] 
Electronic states confined at domain walls in electrostatically gapped bilayer graphene are 
studied by analyzing their four-and two-band continuum models, by performing numerical 
calculations on the lattice, and by using quantum geometric arguments. The continuum 
theories reveal distinct electronic properties of boundary modes localized near domain 
walls produced by interlayer electric field reversal, by interlayer stacking reversal, and by 
simultaneous reversal of both quantities. Interfacial modes are associated with topological 
transitions and gap closures in the bulk Hamiltonian parameter space. The important role 
played by intervalley coupling effects not directly captured by the continuum model is 
studied using lattice calculations for specific domain wall structures. 
 
(b)  Stacking textures in bilayer graphene [ref 4] 
We study a family of spatially varying strain-optimized two-dimensional stacking textures 
in bilayer graphene. We find that stacking patterns that minimize the strain energy and 
smoothly connect inequivalent ground states with local AB and BA interlayer registries are 
composed of primitive two-dimensional twisted textures of the interlayer displacement 
field.  These textures are obtained by matching complex-analytic and anti-analytic 
representations of the two dimensional displacement field on a boundary line. We 
construct and display these strain optimized stacking textures for bilayer graphene, 
examine their interactions, and explicitly develop the composition rules for these 
elementary defects that provide a unified description of more complex stacking textures, 
including globally twisted graphenes and extended one-dimensional domain walls. 
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Figure 2 Illustration of a nontrivial strain-optimized stacking texture in bilayer graphene. The wire frame 
rendering (center) shows the lattice structure as the two layers evolve from local BA stacking () at z=x+iy=0 
to AB stacking () in the far field. The strain-minimized structure is derived by matching a representation of 
the exterior displacement field as a complex-antianalytic function to an interior complex-analytic function on 
the dashed boundary.  This solution realizes every possible local stacking configuration somewhere in the 
texture, e.g. the highest energy AA stacked structure occurs at three vertices () on the matching boundary.  
The colored lines map the trajectories of three distinct domain walls that isolate local  and stacked 
regions.  The density plot on the the right gives  the potential energy density of the local stacking 
configuration. 

3. Three dimensional topological semimetals 

(a)  Three dimensional Dirac semimetals in nonsymmorphic crystal lattices [ref 5,6] 
We show that pseudorelativistic physics of electrons at a Fermi point described by a 
massless Dirac equation can be realized in three dimensional (3D) materials.   Unlike the 
situation for massless Weyl fermions which require either a  T- or P- broken state matter, 
these new Dirac systems are both T- and P- invariant and support fourfold rather than 
twofold point degeneracies at the Fermi energy.  The Dirac point can be understood as the 
merger of two Weyl points of opposite handedness where their annihilation is prevented 
by the space group symmetry of the medium.  We provide criteria necessary to identify 
space groups that protect this behavior and, as an example, present density functional 
calculations of -cristobalite BiO2 which exhibits well developed Dirac singularities at its 
Fermi points[5].   This type of singularity is a robust symmetry-enforced property as it 
cannot be removed without changing the space group of the medium.  This can be 
contrasted with the weaker situation where an accidental band crossing can occur near a 
band inversion, protected by axial rotational symmetry but removable by a continuous 
evolution to the band uninverted state.  

Figure 3 Demonstration of a predicted material 
realization of a three dimensional Dirac semimetal 

(DSM).  BiO2 in the  cystobalite structure (b) occurs 
in an nonsymmorphic space group (227) that hosts 
four dimensional irreducible representations in its 
double groups at the X-points. This represents a  
fourfold point degeneracy in a T- and P- invariant 
crystal that is lifted linearly in momentum in all 
directions around the Dirac point [1].  Similar 
behavior in the related space group 74 predicted in a 
family of distorted spinels [6].  
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Project Plans 
Boundary modes from curvature and strain 
Our work on the role of lattice stretch and strain in graphene kirigami (Section 2b) 
provides a strategy for using Gaussian curvature to produce strain patterns on demand in 
single layer graphene. Strain couples to electronic motion through a valley-antisymmetric 
gauge field and there has been progress in identifying the special nonuniform strain 
pattern that provides a proxy for a uniform (albeit enormously strong) pseudomagnetic 
field. However strain-induced nonuniform pseudofields are more generic and potentially 
much more useful.  In particular pseudofield patterns that embed sign changes can host 
topologically protected transport channels on their interior nodal lines. We are developing 
structural models for these patterns, exploring how they can be realized by kirigami, and 
carrying out numerical simulations of ballistic transport along these topological networks.  
Proximitized chirality and magnetoelectric response 
Weak coupling between proximitized two dimensional materials can break lattice 
symmetries and induce new physical effects. We are inspired by the recent experimental 
observation (“Chiral Atomically Thin Films” Nature Nanotechnology 11, 520–524 (2016)) 
showing that a twisted graphene bilayer (t-BLG) is a chiral medium that supports circular 
dichroism (CD), i.e. differential absorption of right- and left- handed circularly polarized 
light. This requires a dynamic magnetoelectric susceptibility, an intrinsically  3D response 
that is forbidden by symmetry in single layer graphene and indeed in any stacked variant 
that retains mirror symmetries. We have discovered that some (though not all) linear 
AB/BA domain walls can support this physics localized in the wall giving perhaps the 
simplest illustration of the effect and possibly even clarifying the mechanism for CD in t-
BLG. We are exploring this through theory and computation  of the frequency dependent 
magnetoelectric coupling in domain walls and in topological semimetals. 
Plasmon propagation and scattering in two dimensional electronic materials 
Domain walls and grain boundaries in two dimensional electronic materials can host 1D 
charge modes that produce significant changes of the local conductivity even if the 
underlying structural change is small.  We are investigating the dynamics of plasmon 
scattering from these so called “electronic boundaries” in the context of deep 
subwavelength optics in a family of two dimensional materials.  
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Surface and Interface Physics of Correlated Electron Systems  
 
A. J. Millis , Department of Physics, Columbia University 
ajm2010@columbia.edu 
 
 
Project Scope: Our group develops and applies new theoretical methods for the grand-
challenge problem of understanding and controlling the behavior of materials with strongly 
correlated electron properties. The ultimate aim is to design structures that give rise to new 
(or enhanced versions of known) behavior. Reaching this goal requires development and 
benchmarking of new  theoretical methods and applying existing methods to predict 
materials properties and to determine the effectiveness of different modalities of control of 
many body properties.  In the area of methods development our main effort is creating, 
implementing and benchmarking new methods for solving the equations of dynamical mean 
field theory, which is by now the method of choice for combining physical and chemical 
realism with the quantum mechanics of strongly correlated electrons. In applications we 
focus on geometric and electrostatic control: situations such as surfaces, interfaces and 
epitaxially strained  films where the local electronic structure and charge balance can be 
controlled. We have predicted new quantum states of matter created by heterostructuring, 
have shown that our methods predict nontrivial properties in detail, and have begun to study 
the  defects that complicate the behavior of quantum-designed structures.  
 
Recent Research Highlights:  
 
Methods development: The dynamical mean field methodology provides an approximation 
to the NP-hard quantum many-body problem in terms of the solution of a simpler problem 
(a `quantum impurity model’ ) plus a self-consistency condition.  Although simpler than 
the full infinite system quantum many-body problem, quantum impurity models are still 
true interacting quantum models and are formidably difficult to solve.  The continuous-
time quantum Monte Carlo method, which the PI helped develop, solves the problem for 
situations such as the one-band Hubbard model which possess a high degrees of point 

symmetry and/or a simple interaction structure, 
but is inadequate for the many physically 
relevant cases where multiple orbitals and low 
point symmetry lead to severe sign problems.  
An alternative is the exact diagonalization 
method, which approximates the continuous 
bath of the impurity model by a finite number of 
states. Heretofore the exponential growth of 
Hilbert space with system size means that exact 
diagonalization method has been limited to 
models with no more than 12 sites, meaning 
that in a problem with 4 correlated orbitals the 
bath would be approximated by  two bath 
orbitals per correlated orbital.  Ara Go, an 

Figure 1: Spectral function of one dimensional 
Hubbard model computed via cluster dynamical 
mean field methodology using new exact 
diagonalization methodology with 4 and 8 
correlated orbitals, revealing spinon and holon 
bands in agreement with exact results 
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outstanding postdoc supported by the grant, has developed a new exact diagonalization-
based solver that uses active space and dynamically adjustable basis ideas from quantum 
chemistry to exploit the nontrivial Hilbert-space sparsity structure of impurity models 
(interactions only on a small subset of sites).  Developing an appropriate active space for 
the excited state manifold needed for Greens function calculation was particularly 
challenging, but now we can now easily study much larger systems 40-50 orbitals 
including up to 8 correlated orbitals and 4-5 bath sites per correlated orbital, qualitatively 
improving the capabilities of the method and in particular enabling studies of the full d 
manifold in low symmetry situations, enabling  treatment of  challenge problems including 
Co on graphene or Cu 111 surface, orbitally degenerate situations with strong spin-orbit 
coupling (ruthenates, irridates, osmates etc) and corrections to the single-site DMFT 
approximation for nickelates, titanates, vanadates and other important materials. We have 
benchmarked the method on the one dimensional Hubbard model (see Figure 1).  The 
algorithm and benchmarking are now being prepared for publication and the method 
ibeing applied to pyrochlore irridates and other systems where strong spin-orbit coupling 
leads to a severe sign problem. We are also collaborating with other groups to develop 
new methods based on matrix product methods (ref 6 below and in press, collaboration 
with Schollwoeck) and hybrid quantum computing (Troyer, Bauer; Phys Rev X in press 
2016).   
 
We have also conducted extensive studies of the formal structure of  the DFT+DMFT 
methodology  including the key issue of the choice of underlying DFt functional and have 
benchmarked the method on key model systems (refs 4,5,9). 

 
 
 

Theory-Experiment collaboration. With the Schlom and Shen groups  (Cornell, not funded 
by this project)  and E. Nowadnick (funded by the grant in prior years) we completed a 
significant study of the accuracy of the DFT+DMFT method for predicting the many-body 
electronic structure of a non-trivial material. We showed that with proper attention to the 
double counting correction the method quantitatively predicts the electron dispersion (Fig 
2) and the orbital polarization in observed (Fig 3) in nickelate superlattices  (fig 4). The 
results give new insights into the effectiveness of the different mechanisms for controlling 
electronic properties, including strain, octahedral rotations and charge transfer. 
 

Figure 2 Experiment (left half) 
and DFT+DMFT theory (right 
half) for electron dispersion 
in LaNiO3. Band theory shown 
as white line. From Ref. 7 

Figure 3: Experimentally 
determined orbital 
polarization of Ni sites in 
strained LaNiO3 superlattices, 
from Wu et al PRB  88 125254. 

Figure 4: Theoretically determined 
orbital polarization of LaNiO3 based 
superlattices, from DFT+DMFT 
calculations (blue and green 
symbols) and band theory , 
compared to strained bulk materials 
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Materials Prediction. As discussed previously, we predicted that a superlattice consisting of 
alternating layers of LaNiO3 (metal) and LaTiO3 (Mott Insulator) would become 
completely insulating, due to a large charge transfer from the Ni to the Ti sites (ref 1). Our 
predictions, both the insulating nature and the charge transfer, have now been verified by 
Cao and Chakhalian (Nature Communications 7 10418 (2016).   
 
With a student, Z. He, initially supported by the grant, we have shown how epitaxial strain 
in thin films can be used to control electronic phase behavior using as an example the rare 
earth nickelates (ref 3).   We predict that appropriate choice of substrate can induce Jan-
Teller order not observed in bulk materials.  
 
We have also obtained first results on the use of superlattices to design novel 
ferroelectrics and multiferroics, with band gaps in technologically useful regimes. In this 
work analysis of the different density functionals was crucial (ref 9).  This work will 
continue.  
 
Planned Research:   
 
New Impurity Solvers: we will exploit Ara Go’s newly developed impurity solver  and the 
solver under development with the Schollwoeck group to obtain many body phase 
diagrams and spectra for materials with strong spin-orbit coupling and for beyond single-
site DMFT physics of layered materials. Anticipated significant results include the first 
controlled cluster DMFT studies of layered vanadates and ruthenates, providing a crucial 
test of the validity of the single-site DMFT approximation to realistic multiorbital systems 
with strong Hunds coupling and new insights into the regimes where topologically 
nontrivial phases may occur in irridates and related systems.  We will also obtain the first 
controlled estimates of the dynamical scales associated with nontrivial multiorbital 
impurity models, in particular Co on Cu 111 and on graphene.   
 
Novel ferroelectrics and multiferroics.   The classic ferroelectrics rely on a structural 
instability associated with an empty d-shell (e.g. the Ti in BaTiO3). We have realized that 
the strong Hunds coupling associated with transition metal d-shell means that a half-filled 
d-shell or half-filled t2g subshell will may have a similar structural instability, accompanied 
by the magnetic properties of the high-spin d state, thus, a multiferroic.  Charge transfer in 
superlattices can lead to many new realizations of this physics and the variety possible 
materials means that it may be possible to design systems with band-gaps in the solar 
range or other desirable properties.   
 
Lattice effects and the metal-insulator transition. In very recent work (stimulated by 
interaction with the Schlom experimental group at Cornell) we have realized that the 
combination of orbital ordering and volume change associated with most Mott metal-
insulator transitions has remarkable consequences for epitaxial films and superlattices. 
The pinning of the in-plane lattice parameters by the epitaxial constrain means that in 
general a material cannot satisfy both the volume and octrahedral distortion constraints 
associated with metal-insulator transitions, so transitions observed in bulk can be strongly 

202



suppressed or strongly enhanced by appropriate epitaxy. We will develop a general theory 
of this effect and apply it to design systems with controlled metal-insulator transitions.  

 
Monlayer FeSe: One of the most exciting recent discoveries is the 
finding of very high transition temperature superconductivity in 
monolayer films of FeSe grown on SrTiO3 and other substrates. 
Experimentally a key issue is the 
electron-doping level.  A strong 
coupling from dipole active 
substrate phonons has been 
proposed. Building on our recent 
Schottky theory of the doping of 
these materials we will develop a 
theory of dipolar phonon 
superconductivity and investigate 
other physical effects in these 
important materials  
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Figure 5: Potential profile of 
depletion layer of SrTiO3 
due for values Q=0.11, 0.12, 
0.13 of charge transfer to 
FeSe monolayer, showing 
robust doping of FeSe 
independent of details, from 
Ref 10 

Figure 6: Electron spectral 
function of FeSe computed from 
theory of dipolar substrate 
phonos 
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Optical, transport phenomena, and interaction effects in novel low-
dimensional electron systems 

Principal Investigator: Dr. Eugene Mishchenko 
Department of Physics, University of Utah  
Salt Lake City, UT 84112 
mishch@physics.utah.edu 
 

Project scope 

 

Progress of modern day condensed matter physics is to a large extent ensured by the synthesis 
of new materials. In particular, of special interest are those materials that support chiral 
electron states, i.e. the states whose properties depend on the direction of electron propagation. 
Such states exist in a variety of practical realizations: conventional two-dimensional electron gas 
with spin-orbit interaction, Dirac fermions in graphene and topological insulators, metallic carbon 
nanotubes, direct-gap semiconducting (such as MoS2) monolayers, Weyl semimetals. Within this 
research project we investigate physics of such chiral electron systems. Through a variety of 
specific problems concerning transport, optical phenomena, and many-body effects, we try to 
accomplish our main objective, to look for features common to various chiral systems. 
 
Among particular projects addressed are: i) theory of excitons and depolarization effect 
in metallic carbon nanotubes with the account for the Luttinger liquid dynamics, ii) interaction 
corrections to the ac conductivity of graphene, iii) possibility of existence of non-RPA polarization 
waves, iv) resonant impurity-induced states in mono- and bilayer graphene, the latter of 
particular interest for applications due to the possibility of being gate-controlled, v) collective 
excitations in various chiral electron systems, vi) optical response of many-body systems, vii) 
effective interaction (including spin coupling) of impurities on graphene. This project relies 
significantly upon our previous broad expertise in spin-polarized transport, and many-body 
effects in low-dimensional systems, both 2D and 1D. The methods to be employed include 
diagrammatic technique, Luttinger liquid theory, self-consistent approximations, hydrodynamics 
of electron liquid, DFT calculations. Both analytical as well as numerical approaches are utilized. 
In particular, to study the depolarization effect in nanotubes we combine the conventional 
diagrammatic technique with the methods of bosonization, as each method is not sufficient on its 
own. Another example involves resonant adatoms in graphene known to be strong and 
attractive: its renormalization due to electron-electron interaction is expected to be so significant 
as to even reverse the very sign of the coupling. Numerical methods are used to help determine 
induced charges in the host layer, together with the method of self-consistent non-linear 
screening. A new research direction is the investigation of the effective indirect spin coupling 
between adatoms (such as hydrogen) deposited on graphene, as a function of both the strength 
of the potential (non-spin) coupling of such adatoms with the carbon lattice of the graphene host, 
as well as the geometry of the adatom configuration. In particular, we study the sensitivity of 
such indirect spin exchange to the positions of adatoms on the same vs. opposite carbon 
sublattices. 
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Recent progress  

Suppression of diffusion of hydrogen adatoms on graphene by effective 
adatom interaction 

Diffusion of hydrogen on graphene is a problem 
of major interest for a number of applications. 
Hydrogen adatoms are believed to be resonant 
graphene dopants. Consequently, they have 
been shown (by us, as well as by other 
investigators) to experience long-range effective 
interaction with other adatoms, mediated by the 
conduction electrons. We have shown that such 
interaction has a profound effect on the mobility 
of adatoms. The most prominent feature of this 
long-range interaction is its sign reversal when 
the two adatoms reside on opposite sublattices 
compared with the same-sublattice occupancy. 
As a result of this interaction, when several 
adatoms are present in the sample, hopping of 
adatoms between sites belonging to different 
sublattices involves significant energy changes. 
Different inelastic mechanisms facilitating such 
hopping – coupling to phonons and conduction 
electrons – have also been considered. It was 
estimated that the diffusion of hydrogen 
adatoms is rather slow, amounting to roughly 
one hop to a nearest neighbor per millisecond. In arriving at this result we have used a variety of 
theoretical techniques: 1) the non-perturbative treatment of the effective strong hydrogen-
electron coupling, 2) the Golden Rule-type calculations of the inelastic hopping of hydrogen 
adatoms mediated by flexural phonons and conduction electrons of graphene, 3) DFT 
calculations of the potential barrier for hydrogen atom hopping between nearest neighbor carbon 

atoms, see Fig. 1. 

Weyl semimetals with long-range 
disorder: density of states and 
magnetotransport 

We have studied the density of states and 
magnetotransport properties of disordered Weyl 
semimetals, focusing on the case of a strong long-
range disorder. To calculate the disorder-averaged 
density of states close to nodal points, we treated 
exactly the long-range random potential 
fluctuations produced by charged impurities (the 
so-called Keldysh model), while the short-range 
component of disorder potential is included 
systematically and controllably with the help of a 
diagram technique. We found that for energies 
close to the degeneracy point, long-range potential 
fluctuations lead to a finite density of states, see 

 
 

FIG. 1. Hydrogenated circumcoronene 

HHC 1854 is a system amenable to DFT 

calculations of the potential barrier for 

hydrogen adatom hopping between different 

carbon sites of graphene. 

 
Fig. 2: Full spectral weight at zero 

energy in the limit of infinite correlation 

radius of disorder (κ → 0). Solid line - 

Keldysh model, dashed line - SCBA 

with full disorder correlator. 
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Fig. 2. In the context of transport, we discussed that a self-consistent theory of screening in 
magnetic field may conceivably lead to non-monotonic low-field magnetoresistance. 

 

Plasmonics: plasmons and plasmon-mediated energy transfer in multi-
connected geometries 

The two central issues of the contemporary 
plasmonics are manipulation and focusing of 
light on subwavelength scales, and plasmon-
mediated energy transfer. 

We have developed a theory of surface 
plasmon spectra of a single and double 
metallic hyperbola. The spectrum consists of 
two branches: symmetric, low-frequency 
branch, and antisymmetric high-frequency 
branch. The frequency width of the plasmon 
band increases with decreasing the angle 
between the asymptotes of the hyperbola. For 
the simplest multi-connected geometry of two 
hyperbolas separated by an air spacer the 
plasmon spectrum contains two low-frequency 
branches and two high-frequency branches, 
see Fig. 3. Most remarkably, the lower of two 
low-frequency branches exists at ω → 0. We 
have studied how how the complex structure 
of the plasmon spectrum affects the energy 
transfer between two emitters located on the 
surface of the same hyperbola and on the 
surfaces of different hyperbolas. 

 

 

Planned activities (2016-2017) 

1) Retardation effects in hyperbolic structures. We will continue our work on the properties and 
transport of plasmons in single- and multi-connected structures. In particular, we are interested in 
calculating the transmission and reflection rates of plasmons propagating along the surfaces of 
hyperbolic metallic wedges. In our recent work we have studied plasmon properties in a double-
wedge geometry in the electrostatics approximation while neglecting the retardation effects. That 
approach suffered from a number of limitations. Most importantly, dispersionless character of a 
(electrostatics) surface plasmon makes the problem of scattering ill defined. In particular, such 
plasmons lack group velocity and associated with it energy flux. At present we are working on 
the plasmon scattering problem with the effects of retardation taken into account. Since 
Maxwell's equations do not admit separation of variables in the elliptic/hyperbolic coordinates, 
approximate solutions are being sought within the WKB approach. The second question we are 
trying to address is the amount of radiative losses that such plasmon scattering entails. 

 

 
 

Fig. 3: Density plot of the field intensity of the 

plasmon modes in the geometry of two 

symmetric hyperbolic wedges. The upper row 

corresponds to symmetric modes with 

progressively (from left to right) decreasing 

wavelength. While the fields of individual 

hyperbolas are disconnected along the x-axis, 

they overlap along the y-axis. The lower row 

corresponds to antisymmetric modes. The 

field of individual hyperbolas overlap, 

predominantly, along the y-axis.  
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2) Electron-mediated effective spin interaction in graphene. In our previous works we developed 
a theory of long-range coupling between strong potential impurities or adatoms on graphene 
lattice and applied it to phonon-assisted transport of adatoms on graphene. Of particular 
importance was the fact that the interaction is strongly sensitive to whether the two adatoms 
resided on the same or different carbon sublattices. We now begin extending our approach to 
electron-mediated interaction of impurities that have localized spins. We plan to develop a theory 
that determines the sign of the effective spin-spin super-exchange coupling depending on the 
strength of the potential part of the adatom-electron coupling. In particular, we are interested in 
determining the type of magnetic structures (ferro- or anti-ferromagnetic ordering) should be 
expected under various conditions. 
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Variable spins in electronic structure quantum Monte Carlo and the fixed-phase 

approximation 

 

Principal investigator: Lubos Mitas 

Department of Physics, North Carolina State University, Raleigh, NC 27695-8202 

lmitas@ncsu.edu 

 

Project Scope:  
The key goal of the project is to expand applicability of quantum Monte Carlo (QMC) methods 

in real space for many-body electronic structure calculations of strongly correlated quantum 

systems. The focus is on two important aspects: studies of fixed-node errors in simple metallic 

systems and treating electronic spins as quantum variables [1-7]. We briefly sketch the progress 

for the variable spins in QMC that we have achieved very recently [3-5].  

 

Recent Progress: 

Electronic structure quantum Monte Carlo (QMC) calculations are routinely done with particle 

spins being assigned as fixed labels, up or down. Since spins commute with Hamiltonians 

without explicit spin terms, the problem simplifies to spatial-only solution of the stationary 

Schrodinger equation. We have succeeded in overcoming this limitation and our new approach 

[4,5] represents, for the first time, an independent method that is able to recover ~ 95% of the 

correlations with explicitly many-body, spinor-based, wave functions that directly compares with 

traditional basis set approaches such as Configuration Interaction, while it is applicable to 

significantly larger systems. In the following we briefly describe the key aspects of this new 

method that is further elaborated in Refs. [4,5]. 

Fixed-phase and fixed-node methods. Let us first consider a many-electron Hamiltonian H = T 

+ V , where V denotes electronic, ionic (local) and possibly other interactions while T is the total 

kinetic energy. When the desired eigenstate is real the stochastic methods of solutions are well-

known and are mostly based on the familiar fixed-node approximation as have been described in 

many QMC reviews. This time, our focus is on cases with inherently complex wave functions so 

that we write any eigenstate as Ψ = ρ exp(iΦ), where ρ(R) ≥ 0 is a non-negative amplitude and 

Φ(R) is a phase. Here by R = (r1 , ..., rN ) we denote a set of spatial coordinates of N fermionic 

particles. If we substitute Ψ into the imaginary-time Schrödinger equation we get the following 

real and imaginary components 
 

−𝜕𝜏𝜌 = [𝑇 + 𝑉 +
1

2
(𝛻𝛷)2] 𝜌 

and 

−𝜕𝜏𝛷 = [𝑇𝛷 − 𝜌−1𝛻𝜌 ⋅ 𝛻𝛷] 
 

The imaginary part describes a conservation of the phase flow. The real part is the relation that 

provides the eigenvalue, ie, its solution converges to the desired eigenstate amplitude in the limit 
lim  𝜏 →∞ ρ(𝜏). 

The generalization of the fixed-node for the complex wave functions is the so-called fixed-phase 

approximation. This is given by replacing the exact phase by the trial phase  𝜙 →  𝜙𝑇 where the 

trial function is written as ΨT = ρT exp(iΦT). The fixed-phase and fixed-node methods are 
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closely related. In particular, the fixed-node is the special case of the fixed-phase as has been 

shown before (see for example, Refs. [3,4] and references therein). In general, they also provide 

similar accuracy in most cases as our very recent study shows [3]. Note that the fixed-node is 

variational for arbitrary non-negative and symmetric amplitude ρ(R). The fixed-phase method is 

actually commonly used by QMC practitioners in another setting, for example, in sampling the 

Brillouin zone of periodic systems by twist-averaging.  

The treatment of spins as quantum variables in QMC is done in two-component spinor 

formalism. The determinantal part of the wave function is written as an antisymmetric product of 

one-particle spinors that are given as 

 

𝜒(𝑟, 𝑠) = 𝜙↑(𝑟)𝜒↑(𝑠) + 𝜙↓(𝑟)𝜒↓(𝑠) 

 

where χ↑,↓(s) are corresponding spin functions. The spin s is treated as continuous (periodic) 

variable in the interval (0, 2π) and the spin functions are chosen as χ↑ (s) = exp(+is), χ↓ (s) = 

exp(−is). Note that this implies an overcomplete representation [4-5] that enables us to use 

continuous sampling of spins similarly to the ordinary spatial variables.  

 

The desired property of this representation 

is that it guarantees smoothness of the 

spins evolution similarly to spatial 

coordinates, increasing thus the efficiency 

of the fixed-phase DMC very 

significantly.  Besides several important 

theoretical properties it also enables us to 

employ much of the existing formalism 

and codes for actual calculations. One 

important property of the presented 

method is that the spinors in the trial state 

are kept intact during the imaginary time 

evolution. This implies the so-called zero 

variance property, ie, the bias in the 

obtained energy is proportional to the 

square of the trial phase/function error. 

The trial function is a generalization of the 

widely used product of Jastrow factor and 

linear combination of Slater determinants with the distinction that these are determinants of 

single-particle spinors 

𝛹𝑇 (𝑹, 𝑺) = ∑ 𝑐𝑘

𝑘

det𝑘[{𝜒𝑗(𝒓𝑖 , 𝑠𝑖)}] exp [𝑈(𝑹)] 

where 𝑹 = (𝒓1, 𝒓2, … ) and 𝑺 = (𝑠1, 𝑠2, … ) are spatial and spin coordinates, respectively.  

The next problem we have to address is the treatment of atomic cores in heavy atoms. We build 

Figure 1. Total valence energies for the lowest multiplets 

of the Pb atom with the explicit spin-orbit interaction. The 

calculations are carried out in two-component formalism. 

Plotted are Configuration Interaction energies as a function 

basis set size (points, full lines) and fixed-phase spin-orbit 

DMC energies (dashed lines). The energies are converged 

to ~ 3 mHa (= 0.1 eV). 
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upon our previous work on nonlocal pseudopotentials (PP) since the spin-orbit operator is just 

another case of inherent nonlocality. This is well suited for calculations of real systems with 

heavy atoms since both scalar relativistic 

and spin-orbit effects can be accurately 

represented by pseudopotentials as it is 

routinely done in quantum chemical 

calculations. In particular, the commonly 

used pseudopotential that contains 

projectors on lm states of the spatial 

angular momentum is generalized to jlmj  

projectors on atomic eigenstates of one-

particle total angular momentum J. It is 

well-known, however, that the nonlocality 

is problematic in projection (diffusion 

Monte Carlo) methods since such 

algorithms are local in the many-particle 

space. Here we use experience from our 

treatment of nonlocal operators and we 

employ the so-called locality 

approximation. That means that we 

replace the one-particle nonlocal operator 

W by its projection that relies on the 

accurate trial function: W  →   Re 
[(W𝛹𝑇)/𝛹𝑇]. This approximation has the same scaling as the fixed-phase, ie, it converges to the 

exact energy/eigenstate proportionally to the square of the trial wave function error. 

Consequently, in practice, these two errors appear together as a single systematic bias. We were 

able to decrease this bias below ~ 0.1 eV in the tests mentioned below.  

Spin-orbit tests. Testing of the method was done, for example, on total energies of atomic cases 

in two-component spinor formalism using independent calculations by Configuration Interaction 

(CI) method for cross-checking. CI gives essentially exact results for small systems such as Pb 

atom with 6s
2
6p

2
 valence space. We found excellent agreement with our fixed-phase spin-orbit 

DMC (FPSODMC) for this (Fig. 1) and other systems such as Bi, Tl atoms, PbH and PbO 

molecules [5]. Another system we want to mention is the tungsten atom since it nicely 

demonstrates the importance of both spin-orbit as well as the electron correlation. It is an 

interesting case due to the fact that the isovalent Cr and Mo atoms have the ground-state 

occupations d5s1 whereas the ground state of W is d4s2. Qualitatively,  d4 occupation is favored 

due to the lower energy in the j = 3/2 channel; however, it turns out that this is not enough, and 

correlations have to be captured very accurately as well, otherwise one obtains incorrect ground 

state! We used a relativistic PP with 14 electrons in valence space with two different trial wave 

functions, COSCI (complete open shell CI) and CISD (singles doubles CI).  Only after including 

important configurations from CISD the trial function has sufficiently accurate phase to predict 

the correct ground state [5]. We also find that almost all states with spin-orbit present are 

inherently multi-reference due lower symmetries. The total angular momentum J becomes the 

only good quantum number in high-symmetry systems such as atoms and molecules, implying 

much stronger mixing of states, in general. The last example we present here is a seemingly 

Figure 2. Binding curves of Sn2 in diffusion Monte Carlo 

without (FNDMC) and with explicit spin-orbit 

(FPSODMC) with 44 valence electrons, compared with 

experiment.  
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“simple” molecule of Sn2. Interestingly, already for elements such as tin (4th row), the spin-orbit 

impact on the binding of this molecule is changed by almost 0.5 eV (!), in excellent agreement 

with experiment Fig. 2 [4]. Corrections by 1 eV or more in the 5th row are common [4,5]. 

Future plans:  

We plan to apply the developed method to several challenges that involve 5th row atoms in 2D 

and 3D systems. One is the impact of spin-orbit on the ground and excited states in oxides with 

5th row elements. This could possibly include some perovskites that feature both ordinary and 

topological electronic phases. One example of such class of systems are iridium compounds that 

have been studied very intensely over that last decade or so. Despite the effort, many of the 

questions regarding the nature of the electronic states in these systems remain open. Similar 

challenges exist in 2D materials that involve 5th row elements.  Clearly, study of these materials 

using many-body wave function QMC methods that recover ~ 95% of the correlations has a 

potential to offer new insights into the physics of these systems.  

 

Publications (2015-2016): 
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[2] M.C. Bennett, A. Kulahlioglu, and L. Mitas, A Quantum Monte Carlo Study of benzene and 

bis(benzene) Mo and W, arXiv: 1607.XXXXX, submitted to CPL  

 

[3] C. A. Melton, L. Mitas, Fixed-node and fixed-phase approximations and their relationship to 

variable spins in quantum Monte Carlo, arXiv: 1605.03813, in Recent Progress in quantum 

Monte Carlo, edited by S. Tanaka, P.-N. Roy and L. Mitas, ACS, (2016), in press  

 

[4] C. A. Melton, M. C. Bennett, L. Mitas, Quantum Monte Carlo with variable spins, J. Chem. 

Phys. 144, 244113 (2016)  

 

[5] C. A. Melton, M. Zhu, S. Guo, A. Ambrosetti, F. Pederiva, L. Mitas, Spin-orbit interaction in 
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Nonequilibrium phenomena in Topological Insulators 
 
Principal investigator: Professor Aditi Mitra 
Department of Physics, New York University, New York, NY 10003 
aditi.mitra@nyu.edu 
 
 
Project Scope 
  
The primary goal of this program is to explore nonequilibrium phenomena in topological insulators (TIs). 
Within this broad topic, the current focus has been to study a new kind of topological insulator known as 
Floquet topological insulator (FTI) which is a system that shows topological properties on the application of a 
time-periodic perturbation. However a time-periodic perturbation also drives the system out of equilibrium, 
so that standard assumptions made for TIs, do not apply to FTIs. Thus it is unclear what the topological 
quantum number of Floquet Hamiltonians really mean, and what would be the outcome of measuring 
topologically relevant observables. The PI's DOE funded research clarifies the meaning of FTIs by fully 
accounting for the inherently nonequilibrium nature of these systems, and their sensitivity to external 
dissipation. The outcome of the research include predictions for photoemission spectra, dc and optical Hall 
conductivity, edge state occupation, and the entanglement properties of FTIs.  The results also show that 
Floquet systems coupled to a reservoir can lead to nonequilibrium non-Gibbsian steady states that can be 
characterized by a net entropy production rate, and that a reservoir can be engineered to make the FTI more 
coherent than a finite temperature Gibbs state. Thus the research shows when FTIs can behave as regular TIs, 
and in what ways they can be startlingly different. The project's goal in the coming years is to understand the 
role of interactions. 
 
Recent Progress 
 
Below are some highlights of progress made in the past 2 years. 
 
Quasi-energy level occupation for a closed and open system and the corresponding photoemission 
spectra: In Ref [1] the PI and her research group and an external collaborator (Dr. Oka) studied the steady-
state electron distribution function of FTIs under two conditions: one when the system is closed, and the 
second when the system has a dissipative coupling to a phonon bath. Predictions were made for the 
photoemission spectra. It was found that near the vicinity of the topological gaps where the periodic drive in 
the form of a circularly polarized laser is off-resonant, the reservoir can produce an effective cooling. In 
contrast, in the vicinity of resonances in the quasi-energy spectrum, the reservoir cannot efficiently cool the 
system, and enhanced photo-carriers appeared as bright spots in the photoemission spectra. It was also 
found that the matrix elements for higher photon absorption and emission processes are rapidly suppressed, 
so that only 2-4 Floquet bands were visible in the photoemission spectra for reasonable laser amplitudes. 
 
dc and optical Hall conductivity and bulk-boundary correspondence: 
In Refs [2], [3] the DOE funded research explored the consequence of the quasi-energy band occupations on 
the dc and optical Hall conductivity.  Using a Kubo formula approach, it was shown exactly how the time-
dependent Berry curvature (see Fig. 1) and the electron distribution function (see Fig. 2) enter in the dc and 
optical Hall conductivity. 
 
It was found that for the off-resonant laser, the dc Hall conductance for the dissipationless i.e., closed system, 
was quite close (almost 80% to the quantized limit) and coupling to the reservoir produced cooling, thereby 
allowing the system to further approach the ideal limit. In contrast for resonant lasers where anomalous edge 
states appear in the Floquet zone boundaries, the conductance for the closed system was suppressed from the 
ideal limit. This behavior was understood by noting that the resonant laser creates population inversion in 
selected regions of momentum space causing Berry curvatures to cancel (Fig 2). It was also found that for the 
resonant laser, coupling to the reservoir in fact did not further cool the system, and the dc conductance was 
further reduced. 
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The bulk-edge correspondence in TIs requires that all transport can be understood in two complementary 
ways, one is in terms of a bulk Kubo formula calculation discussed above that completely neglects boundaries 
and leads. The second is in terms of transport purely along edge modes.  It was found that the results of the 
bulk calculation of Ref [2] can also be justified purely by noting how the edge modes are occupied (see Figs. 3 
and 4 and Ref [4]). In particular edge-states arising from resonant processes were occupied at a very high 
effective temperature, and therefore were ineffective in dc transport. Most of the conductance could be 
accounted for by the edge states arising from off-resonant processes which were at a low effective 
temperature. 
 
Reservoir induced coherence and steady-state entropy production in open Floquet systems: 
Periodically driven open systems cannot in general be described by an effective temperature, even when the 
bath is ideal. The DOE funded research in Ref [5] showed that the lack of detailed balance can be 
characterized via a steady-state entropy production rate. This is the entropy that the system releases to the 
reservoir. It was found that a stronger coupling to the reservoir increases the entropy production rate and 
also increases the system coherence. This is because the system maintains its purity by releasing the excess 
entropy into the surroundings. The enhanced purity of the system density matrix opens up the possibility of 
engineering the reservoir in order to drive the system into completely pure states known as dark states. 
 
Entanglement properties of Floquet Chern Insulators: For conventional TIs arising from static 
Hamiltonians, it is known that an entanglement cut in the ground state wave function hosts edge-states that 
mimic the edge states in spatial boundaries. This observation is key to using entanglement to explore 
topological invariants in interacting systems where numerical methods such as matrix product states make it 
easier to access the entanglement directly. In Ref [6] the PI and her research group explored how this well 
understood fact concerning the entanglement in static TIs carry over to FTIs.  In particular the entanglement 
properties of a state which is initially a half-filled ground state of graphene, but is unitarily evolved in time 
with a time-dependent Hamiltonian corresponding to graphene irradiated by a circularly polarized laser was 
studied. The laser parameters were chosen to correspond to several representative Floquet Chern insulator 
phases. The entanglement properties of this unitarily evolved state was compared with the entanglement 
properties the Floquet eigenstate, ie, the ground state of the Floquet Hamiltonian where one of the Floquet 
bands is fully occupied. It was found that the true states arising from unitary time evolution show a volume 
law for the entanglement entropy, whereas the Floquet states show an area law (see Fig. 5). The latter arises 
because the Floquet states are ground states of a short-ranged Hamiltonian (the Floquet Hamiltonian) with a 
gap. 
 
The physics was a lot richer when the entanglement spectrum (ES), which is the spectrum of the reduced 
density matrix, was studied (see Fig 6).  For the Floquet Chern insulator, qualitative differences were found in 
the ES of the off-resonant and on-resonant laser. While the ES can be separated between a bulk and an edge 
contribution both for the Floquet state and the unitarily evolved state, for the unitarily evolved state, the bulk 
ES is a measure of the excitation density of the Floquet bands. Thus a resonant laser resulted in closing of the 
entanglement gap and therefore a lack of topological protection of some of the edge states.  An analytic theory 
was developed to argue that only edge states corresponding to off-resonant processes appear in the ES, 
whereas edge states due to resonant processes are absent as they hybridize with bulk states. 

 
Future Plans 
 
Superconducting instabilities in periodically driven systems– As a first step towards understanding the 
role of interactions in periodically driven systems, the PI and graduate student Mr. Hossein Dehghani are 
exploring the onset of superconductivity in these systems. 
Symmetry protected interacting Floquet topological phases in one dimension– Along with graduate 
student Mr. Daniel Yates, the PI is exploring one dimensional periodically driven systems that host Majorana 
edge modes. The goal is to understand the stability of the Majorana modes when interactions are present. 
Floquet system coupled to a quantum bath – As a generalization of the PI's previous work on 
understanding the role of a classical Markovian bath on stabilizing nonequilibrium states in FTIs, the PI is 
now exploring what happens when the bath is quantum. 
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Figure 1: Time averaged Berry curvature for a phase 
of the Floquet Chern Insulator corresponding to 
Chern number =3. 

Figure 2: Contour plot for the population difference 
between the two Floquet bands for the closed system 
and for the phase shown in Figure 1.  

Figure 4: Occupation probability indicated by size of 
the circles for a resonant laser and Chern 
number=3. Of the 3 pairs of chiral edge-states, one 
is occupied at a low effective temperature, while the 
other two pairs are at a high effective temperature. 

Figure 3: Occupation probability indicated by size of 
the circles for an off-resonant laser and Chern 
number=1. The edge states are occupied at a low 
effective temperature. 
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Figure 5: Entanglement entropy for the 
Floquet eigenstate and for the unitarily 
evolved state. The former shows area law 
while the latter shows volume law. 

Figure 6: Entanglement spectrum for four 
different phases of the Floquet Chern insulator 
for the Floquet eigenstate and the unitarily 
evolved state. For the latter, edge-states coexist 
with bulk excitations that can ruin their 
topological protection. 
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Non-Equilibrium Physics at the Nanoscale 
 
Principal investigator: Dirk K. Morr 
Department of Physics, University of Illinois at Chicago, IL 60607 
dkmorr@uic.edu 
 
 

Project Scope 
  
The goal of this program is to discover and understand novel non-equilibrium phenomena 
at the nanoscale. The PI investigates the form of non-equilibrium charge, spin and 
excitonic energy transport in a wide range of materials and systems, including 
unconventional superconductors, strongly correlated heavy fermion materials, topological 
insulators and superconductors, quantum critical materials, and light-harvesting biological 
complexes. Exploring the properties of these systems out-of-equilibrium provides 
unprecedented opportunities to gain insight into the effects of strong correlations and the 
nature of topological states. The complexity of these systems allows for the emergence of 
novel transport functionalities, such as the creation of spin-diodes, or the formation of 
states with a topologically protected quantized conductance. In turn, the discovery of such 
novel out-of-equilibrium properties provide new markers for the detection of strongly 
correlated and topological phases. 
 

Recent Progress  
Below is a selection of four examples, highlighting the accomplishments of the PI’s 
research program over the last year. 
 

Charge Transport as a Probe for Topological Superconductors 
Majorana states in topological superconductors hold unprecedented potential as a novel 
platform for quantum computing. The PI, together with S. Rachel and M. Vojta (Technical 
University Dresden) recently explored propagating Majorana states which emerge at the 
edges of magnetic islands placed on s-wave superconductors with a Rashba spin-orbit 
interaction. Such systems possess a large number of topological states, which differ in  

 
Figure 1: (a) Probing topological edge states via scanning tunneling spectroscopy. (b)  Supercurrent in the 
topological 𝑪 = 𝟐 phase (the magnetic island is shown in black). (c) Transformation of normal current entering 
from the STM tip into Cooper pairs. 
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their Chern number, 𝐶. For a dense island of magnetic atoms, there exist two topological 
phases with 𝐶 = 2 and 𝐶 = −1. The PI showed that the topological edge states carry a 
supercurrent [Fig.1(b)] whose chirality reflects the sign of the Chern number. Moreover, 
the PI demonstrated that the differential conductance measured via scanning tunneling 
spectroscopy (STS) [Fig.1(a)] is quantized in these topological phases, and given by the 
quantum of conductance times the magnitude of the Chern number. In contrast, the 
conductance is not quantized in the topologically trivial phase with 𝐶 = 0. These phases 
show different characteristics of how the normal current entering the system from the 
STM tip is converted into Cooper pairs [Fig.1(c)]. Since these results are robust against 
disorder in the magnetic island, they imply that charge transport can identify topological 
phases and provide direct insight into their Chern numbers, which is of great importance 
for the use of Majorana modes in quantum computation.  
 
Josephson Scanning Tunneling Spectroscopy in Unconventional Superconductors 
The development of Josephson Scanning Tunneling Spectroscopy (JSTS) in a series of 
recent groundbreaking experiments has opened the possibility to gain unprecedented 
insight into the nature of superconducting order parameters. While it was argued that the 

spatial variations in the Josephson 
current 𝐽𝑐  reflect those of the 
superconducting order parameter, a 
theoretical understanding of this 
effect is still lacking. In collaboration 
with M. Graham (a graduate student 
in the PI’s group), the PI developed a 
theory for JSTS in conventional and 
unconventional superconductors to 
address this important question. For 
an s-wave superconductor, the PI 
showed that the spatial oscillations in 
𝐽𝑐  [Fig.2b and d] reflect those of the 
order parameter [Fig.2a and c] both 
for magnetic defects [Fig.2a and b], 
which induce Shiba states, as well as 
for non-magnetic defects [Fig.2c and 
d]. This establishes that JSTS 
provides direct insight into the 

spatial form of the superconducting order parameter, which is of great importance for the 
exploration of unconventional iron based and heavy fermion superconductors. 
 
Shot Noise Tunneling Spectroscopy 
The current development of shot noise tunneling spectroscopy (SNTS) holds 
unprecedented potential to provide spatially resolved insight into the transport properties  
of correlated and topological materials that are not accessible through current 
measurements.  The PI, together with M. Rezaei (a graduate student in the PI’s group) has 
therefore developed a theory for SNTS in metallic, topological and correlated materials. 
For metallic systems [Figs. 3(a),(b)] and topological insulators [Figs. 3(c),(d)], the PI 

Figure 2: Spatial variations of (a),(c) the superconducting 
order parameters, and (b),(d) 𝑱𝒄 for a magnetic (a),(b) and 
potential (c),(d) defect.  
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demonstrated that the spatial structure of the shot noise measured by the STS tip [Figs. 
3(b),(d)] is similar to that of the current flowing through the system [Figs. 3(a),(c)]. Thus  

SNTS can spatially image current paths with near atomic resolution, providing 
unprecedented insight into a system's transport properties. Moreover, the PI showed that 
the Fano factor associated with STS current and noise measurements exhibits a nontrivial 
spatial structure which reflects the complex non-local correlations in the system. 
 
The Equivalent Resistance from the Quantum to the Classical Limit 
The PI, together with S. Sarkar and D. Kroeber (two graduate students in the PI’s group) 
has generalized the notion of an equivalent resistance to the entire range from classical to 
quantum transport by introducing the concept of transport equivalent networks (TENs).  

Two networks [Figs.4a,b] are 
said to be transport equivalent 
if, for a given bias and gate 
voltage, the same net current 
flows through them. The PI 
demonstrated that transport 
equivalence persist even in the 
presence of electron-electron or 
electron-phonon interactions. 
As a system can be tuned from 
the quantum to the classical 
transport limit by increasing 

the interaction strength, two networks that are transport equivalent in the quantum limit, 
remain transport equivalent over the entire range up to the classical limit. The global 
transport equivalence is reflected in the close similarity of local transport properties given 
by the spatial current patterns [Figs.4c,d]. As a result, it is possible to map transport 
equivalent quantum networks onto equivalent classical resistor networks.  The concept of 
TENs can be extended to networks of polymers, molecules, or even light-harvesting 
biological complexes, providing exciting new opportunities for the creation of novel 
transport functionalities. 
 

Future Plans 
The planned activities for the next year will extend in several directions. First, the PI will 
extend his work on Josephson Scanning Tunneling spectroscopy to iron-based and cuprate 
superconductors. Of particular interest is here the question of whether JSTS can be 
employed to unambiguously identify the symmetry of unconventional superconductors, an 

Figure 4: (a),(b) Transport equivalent networks, which possess 
“identical” local current patterns in the entire range from (c) 
quantum to (d) classical transport. 

Figure 3: Spatial form of (a),(c) current flow, and (b),(d) shot noise measured via STS, for (a),(b) a metal, and 
(c),(d) a two-dimensional topological insulator. 
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issue which is still not settled in some of the iron-based materials. Second, the PI will 
investigate to what extent shot noise spectroscopy can provide insight into the Kondo 
screening process of single Kondo impurities, and in heavy fermion materials, and how 
quantum interference between different tunneling paths affects the Fano factor. Of 
particular interest is to what extent SNTS can spatially detect changes in current patterns 
that are induced by defects. This study will complement the PI’s ongoing research project 
on non-equilibrium charge transport in heavy fermion materials. Third, the PI will 
continue the investigation of transport phenomena in topological superconductors. In 
particular, the PI intends to explore how the induced superconducting order parameter 
varies between the different topological non-trivial and trivial phases, and whether 
signatures of these changes can be detected in charge or heat transport. Fourth, the PI will 
continue his collaboration with the group of J.C. Davis on investigating quasi-particle 
interference (QPI) in the quantum critical heavy fermion material YbRh2Si2. Of particular 
interest here are the effects of quantum critical fluctuations on the QPI spectrum. The PI 
also plans to develop a theory for shot noise tunneling spectroscopy in this material.  
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Materials Theory 

Principal Investigator: J. R. Morris (morrisj@ornl.gov) 

Co-investigators: V. R. Cooper, M. H. Du, L. R. Lindsay, D. S. Parker 

Scope 

This project employs state-of-the-art theory to explore novel phenomena and material 

properties in order to guide materials design and discovery. In conjunction with extensive 

collaborations with ORNL and external experimental and theoretical groups, we investigate a wide 

range of material functionality, including magnetism, transport (electrical and thermal), optical 

transitions and weak interactions. Specific materials that are investigated include those with 

unconventional thermal transport properties, halide and chalcohalide based photovoltaic (PV) and 

photodetector materials, transparent conductors, luminescent materials, novel magnetic and 

superconducting materials, and materials and interfaces where van der Waals interactions are 

important. A critical aspect of this project is the examination of unconventional material behaviors 

thereby revealing hidden chemical trends that govern complex collective phenomena. We use these 

capabilities to aid the discovery of new materials and systems with targeted properties which will 

have impacts in multiple areas of condensed matter physics and materials science relevant to 

energy applications.  

Recent Progress 

Recent progress includes: (1) the prediction of unusual phonon scattering mechanisms and 

thermal transport behaviors in novel materials;1,2,3,4,5,6,7,8,9 (2) the development of important 

understanding of carrier transport and ion migration in emerging lead halide perovskite solar cell 

materials 10 , 11 , 12 , 13 , 14  and the investigation of lead-free (Ge-, Sn-, and Bi-based) halides, 

chalcohalides, oxyhalides, and oxides as potential solar absorber materials, hole transport materials, 

radiation detection materials, or transparent conducting materials;15,16,17,18,19 (3) the development 

of new luminescent materials based on transition metal and rare-earth activators and excitons 

(stable at room temperature) for energy efficient lighting, imaging, and 

photodetection; 20 , 21 , 22 , 23 , 24 , 25  (4) the investigation of metallic hydrides as potential high-Tc 

superconductors based on strong electron-phonon coupling;26 (5) and the prediction of a new 

structural phase in mercury dihalides using van der Waals functionals. We focus on a few selected 

results below. 

Novel phonon scattering mechanisms and unconventional thermal transport behavior 

Lattice thermal conductivity is a fundamental physical property that governs the performance 

of a wide range of materials relevant to energy efficiency, such as thermoelectrics, thermal barrier 

coatings, and thermal interface and heat dissipation materials. We have pioneered the development 

of theoretical methods for thermal conductivity calculations via the coupling of interatomic forces 

derived from density functional theory (DFT) with a full solution of the Peierls-Boltzmann 

transport equation with no adjustable parameters.  We have developed new insights into thermal 

transport and have demonstrated that old ‘rules of thumb’ used to understand thermal conductivity 

are insufficient as they neglect critical phonon scattering phase space effects arising from 

fundamental conservation conditions.   
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For example, we recently demonstrated that 

optic phonon bandwidth plays a critical role in 

determining the ability of optic phonons to scatter 

heat-carrying acoustic phonons in Li2X (X=O, S, Se, 

Te) materials.1 Without consideration of this feature 

one would expect significantly higher thermal 

conductivity in these compounds when comparing 

phonon dispersion features with other systems (Fig. 

1), e.g., the high thermal conductivity material GaN.  

Also, we found the surprising behavior of thermal 

conductivity decreasing with increasing pressure 

despite increasing sound velocities in a class of 

compound materials.5 This behavior has not been 

found experimentally or theoretically in any 

material unless approaching a pressure induced 

phase transition as thermal conductivity typically 

increases with increasing pressure.  Furthermore, we 

demonstrated that CdO alloyed with small 

concentrations of MgO has increased thermal 

conductivity at higher temperatures despite 

increased phonon-disorder scattering.6 These 

examples contradict conventional wisdom, and demonstrate that dispersion properties, i.e., the 

acoustic-optic frequency gap, bunching of acoustic branches, and the optic phonon bandwidth, 

play a pivotal role in determining thermal conductivity and its behavior with varying external 

parameters (e.g., temperature and pressure). 

Halide perovskites and related halide optoelectronic materials 

Halide perovskite solar cells have recently undergone rapid development. The power 

conversion efficiency of 

CH3NH3PbI3-based solar 

cells has exceeded 20%. 

CH3NH3PbI3 has many 

unusual properties which 

have not been observed in 

conventional inorganic PV 

materials, such as the 

coexistence of long carrier 

diffusion lengths and high 

defect densities as well as 

significant ion migration 

(which leads to device 

polarization). We have 

systematically investigated 

the electronic structure, 

dielectric properties, and 

defect properties of 

Figure 1. Calculated phonon dispersions 

for Li2Te and GaSb. The red lines 

correspond to the calculated optic 

bandwidth for each material. Given 

conservation of energy, only acoustic 

phonons below these lines can participate 

in acoustic+optic+optic (aoo) scattering. 

Figure 2. A flow chart that illustrates the effects of the ns2 ion (Pb2+) 

on the performance of the CH3NH3PbI3 solar cell. 
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CH3NH3PbI3.
10,11,12,13,14 The key understanding of these fundamental material properties is 

summarized in Figure 2.  

The large static dielectric constant of CH3NH3PbI3 promotes defect formation; however, it also 

strongly screens charged defects and impurities, making them less harmful to carrier transport.10 

This explains the coexistence of long carrier diffusion lengths and high defect densities. Low 

defect formation energies further lead to low diffusion barriers of iodine ions and certain other 

impurities, thus causing degradation.14 As shown in Figure 2, many important properties of 

CH3NH3PbI3 are connected. The centerpiece is the large dielectric constant, which originates from 

the chemistry of Pb2+ [or more generally the chemistry of the ns2 ions (the ions with the outermost 

electron configuration of ns2)].  

The important role of the ns2 ions in carrier transport in CH3NH3PbI3 prompted us to search 

for new halide optoelectronic materials with ns2 ions, including CsGeI3, Bi chalcohalides, and Bi 

oxyhalides.15,16 Based on calculated electronic structure and defect properties, we proposed 

potential applications for these compounds: p-CsGeI3 as a hole transport material in dye-sensitized 

TiO2 solar cells; n-type BiSeBr and p-type BiSI and BiSeI as solar absorber materials; BiSeBr and 

BiSI as room-temperature -ray detection materials; BiOBr as a p-type transparent conducting 

material. 

Metallic hydride superconductors 

The recent discovery of superconductivity 

with Tc = 203 K in sulfur hydrides under high 

pressures has re-invigorated interest in 

electron-phonon coupling (the likely source of 

this high Tc) as a route to higher Tc.  We sought 

to theoretically study metallic hydrides, with 

the hopes of finding similar Tc behavior at 

ambient pressure. Many such hydrides are 

semiconducting and therefore not 

superconducting, but we settled on TiH2, 

previously known to be metallic.  Our 

electronic structure calculation (Figure 3) 

depicts a peak in the density-of-states 

precisely at the Fermi level, suggestive of 

strong electron-phonon coupling.   

From calculations of the Eliashberg 

function 2F() and the associated electron-

phonon coupling constant , we find a  of 0.87 in the cubic phase and an associated 

superconducting Tc of 7 K.26  This Tc, while significant, is much lower than in the sulfur hydrides 

due to the lack of significant H s states at the Fermi level and the weak H atom electron-phonon 

coupling. However, this need not be generally true – it should be possible to discover metallic 

hydrides with stronger H electron-phonon coupling. An example of such coupling is the Pd 

hydrides and deuterides PdHx and PdDx, which show Tc values exceeding 10 K. 

Van der Waals interactions  

The ability to simulate the subtle energetic differences between the effects of crystal packing, 

hydrogen-bonded networks and dispersion dominated interactions is one of the most important 

criteria for computational crystal structure predictions. The key challenge from theory is the ability 

Figure 3. The calculated densities-of-states for 

cubic (top) and tetragonal (bottom) TiH2.  Note the 

peak precisely at the Fermi energy in the cubic 

phase. 
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to model covalent and non-covalent interactions on the same 

footing. For example, the difference in crystal energies of the 

hydrogen bonded network and the stacked structure for a 

typical molecular crystal could be as small as 2 kJ/mol 

making standard local and semi-local exchange correlation 

functionals used in DFT incapable of predicting the relative 

stability of these systems. Recent developments of a non-

local correlation functional (i.e., the van der Waals density 

functional – vdW-DF) now make it possible to account for 

non-covalent interactions with chemical accuracy (on the 

order of a few kJ/mol). Even more important, new exchange 

functionals that pair with vdW-DF, such as the C09 

functional designed by the PI Cooper, make it possible to 

model materials with significant covalent bonding, thus 

providing a framework for a general purpose functional. 

Given the diversity of the forms of bonding exhibited by the 

mercury dihalides, HgX2 (where X=F, Cl, Br, I), and the 

significant role of dispersion forces in some cases, this class 

of material provides an ideal testbed for examining the 

performance of the vdW-DF-C09 functional. Here, HgF2 is a 

dense solid, HgCl2 and HgBr2 are molecular crystals and HgI2 is a layered material. We find that 

the vdW-DF-C09 successfully reproduces the experimental results available for HgX2. 

Surprisingly, our calculations also suggest that the PbCl2-type structure is a competitive alternative 

for HgF2 at low temperatures. This result is consistent with a similar compound, PbF2 and is in 

direct contradiction to GGA calculations which show a preference towards the fluorite structure 

for both PbF2 and HgF2 (Figure 4). Furthermore, it has recently been shown that this PbCl2-type 

polymorph is far more stable than the fluorite structure above 5 GPa. We raise the question of 

whether low temperatures may induce this transition as well, inviting an experimental assessment 

of the fluoride at low temperatures and a more expansive elucidation of the phase diagram for the 

mercury dihalides.  Nevertheless, these results provide strong indication that the new functional is 

indeed a general purpose functional capable of exploring materials that range from dense structures 

to sparse matter. 

Future Plans 

We will continue the work on (1) the development of modern thermal conductivity calculations 

and apply them to novel energy materials, (2) the study of unconventional hybrid inorganic-

organic halide perovskite PV materials and the search of new halide optoelectronic materials, (3) 

the investigation of fundamental electronic and optical transitions in transition-metal and rare-

earth dopants and their associated defects in wide-gap luminescent materials for energy-efficient 

lighting and optical imaging, (4) magnetism and high-Tc superconductivity, (5) the investigation 

and the design of van der Waals solids with electronic, optical, and magnetic functionalities. In 

particular, we will explore the spin-phonon response in layered pnictides. This work will build on 

recent developments that now incorporate spin within the non-local vdW-DF correlation term. The 

goal is to understand how important spin in the local correlation term are for understanding the 

spin-phonon coupling within these materials. This work will also utilize connections with 

Quantum Monte Carlo simulations through an INCITE award to assess the accuracy and 

limitations of the vdW-DF method.   

Figure 4 (left) Relative formation 

energy for the fluorite structure 

versus the PbCl2-type structure for 

CaF2, HgF2 and PbF2 employing 

both the vdW-DF-C09 (red) and 

PBE (black) exchange-correlation 

functionals. Negative energies 

indicate a preference towards the 

formation of the PbCl2 structure 

type. (right) Structure models of 

the two crystal-types explored. 
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Project Scope 
 

The proposed work builds on the new concept of bond-level independence of properties 

in disordered matter.  This concept arose from the original jamming paradigm for 

creating out-of-equilibrium disordered solids.  This project will address the question: 

How does disorder provide new potentialities for the behavior of a material that would be 

absent in a crystalline material of the same composition?  

 

In order to elaborate on novel ideas about bond-level independence of properties in 

disordered materials, this work will address the possibility of creating new classes of 

mechanical meta-materials with applications everywhere from functional nano-scale 

materials to large-scale architectural disordered networks.  Such flexibility for tuning the 

mechanical properties of disordered matter raises a host of questions that need to be 

addressed.  The theoretical formalism and algorithms that we have developed are useful 

in a number of contexts.  They can be used to tune bulk properties such as the elastic 

moduli of a material.  This allows a new form of material design that is based on using 

unique features of disordered materials.  As we will show below, these ideas also allow 

the design of more local, targeted, responses. The network design rules that will emerge 

will have potential impact on building of structural materials to create novel flexible 

functionality.  

 

The marginally jammed solid at the jamming transition represents an extreme limit of 

disorder that is an opposite pole from a perfect crystalline order.  At that transition there 

is no length scale over which one can average in order to regain solid elastic behavior.  It 

is thus an extreme limit of a solid.  As one compresses the packing above the threshold, 

elastic behavior re-emerges on long length scales.  The idea that jamming is one extreme 

pole of rigid matter allows a new way of understanding materials that cannot be easily 

classified as crystals or glasses.  Poly-crystalline materials have regions that are highly 

ordered separated by grain boundaries that are highly deformed.  This research will 

explore to what extent such materials can be analyzed from the point of view of a 

jammed solid in order to understand the low shear strengths of such samples. 

 

Memory formation, the ability to encode and read out a series of inputs, is a fundamental 

property of matter.  There are a myriad of ways in which this occurs.  Some are 

especially relevant to disordered matter, in which certain classes of memory can be stored 

in its geometric packing structure.  The issue of memory formation raises another set of 

questions at the heart of how the complex energy landscape is organized and how it can 
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be manipulated to store information in a disordered solid.  The proposed project will seek 

to understand the degree to which multiple memories can be stored in a single system and 

create a holistic understanding of how inputs can be used to create a desired 

response.  This work will impact the broad area of memory formation in matter.  

 

 

Recent Progress  
 

We have performed computer simulations of particles with finite-ranged repulsive 

interactions at different packing fractions and with long-range interactions as a function 

of density.  We can transform these packings into equivalent networks of springs. 

Starting with these networks and using our theoretical formulations and algorithms, we 

have been investigating what properties can be tuned into the material in order to create 

novel functionality.  These include properties such as variable Poisson ratio, allosteric 

interactions and memory retention.  
 

The ability to tune the response of mechanical networks has significant applications for 

designing meta-materials with unique properties.  For example, we have already shown 

that the ratio G/B of the shear modulus G to the bulk modulus B can be tuned by over 16 

orders of magnitude by removing only 2% of the bonds in an ideal spring network [1]. 

Such a pruning procedure allows one to create a network that has a Poisson ratio ν 

anywhere between the auxetic limit (ν = −1) and the incompressible limit (ν = +1/(d − 1) 

in d dimensions).  In another example, the average coordination number of a network 

controls the width of a failure zone under compression or extension [2].  Both these 

results are specific to tuning the global responses of a material.  However, many 

applications rely on targeting a local response to a local perturbation applied some 

distance away.  For example, allostery in a protein is the process by which a molecule 

binding locally to one site affects the activity at a second distant site [3].  Often this 

process involves the coupling of conformational changes between the two sites [4].  

Disordered networks generically do not exhibit this behavior.  However, we have found 

that such networks can be tuned to develop a specific allosteric structural response by 

pruning bonds.  

 

We have introduced a formalism for calculating how each bond contributes to the 

mechanical response anywhere in the network to an arbitrary applied source strain. This 

allows us to develop algorithms to control how the strain between an arbitrarily chosen 

pair of target nodes responds to the strain applied between an arbitrary pair of source 

nodes.  In the simplest case, bonds are removed sequentially until the desired target strain 

is reached.  For almost all of the initial networks studied, only a small fraction of the 

bonds need to be removed in order to achieve success.  As was the case in tuning the bulk 

and shear moduli, we can achieve the desired response in a number of ways by pruning 

different bonds.  We have extended our approach to manipulate multiple targets 

simultaneously from a single source, as well as to create independent responses to 

different locally applied strains in the same network.  
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We demonstrate the success of this method by reproducing our theoretical networks in 

macroscopic physical systems constructed in two dimensions by laser cutting a planar 

sheet and in three dimensions by using 3D printing technology.  Thus, we have created a 

new class of mechanical meta-materials with specific allosteric functions.  

Our central result is the ease and precision with which allosteric conformational 

responses can be created with only minimal changes to the network structure.  This 

finding can be viewed as a first step towards understanding why allosteric behavior is so 

common in biopolymers [5].  It has been emphasized that the ability to control allosteric 

responses in folded proteins could lead to significant advances in drug design [6, 7].  

While much work has focused on identifying, understanding and controlling pre-existing 

allosteric properties, the question of how to introduce new allosteric functions is 

relatively unexplored [8].  

 We applied our tuning approach to networks with free boundaries in both two and three 

dimensions.  We characterized the connectivity of our networks by the excess 

coordination number ∆Z ≡ Z – Ziso where Z is the average number of bonds per node and 

Ziso ≡ 2d − d(d + 1)/N is the minimum number of bonds needed for rigidity in a network 

with free boundary conditions [9]. For each trial, a pair of source nodes was chosen 

randomly on the network’s surface, along with a pair of target nodes located on the 

surface at the opposing pole.  The response of each network was tuned by sequentially 

removing bonds until the difference between the actual and desired strain ratios, η and η∗  

respectively, was less than 1%.  

To demonstrate the ability of our approach to tune the response, we show results for η = 

±1. Note that η > 0 (< 0) 

corresponds to a larger 

(smaller) separation 

between the target nodes 

when the source nodes are 

pulled apart.  Figure 1 

shows a typical result for 

a 2-dimensional network: 

in Fig 1(A), the strain 

ratio has been tuned to η = 

+1 with just 6 (out of 407) 

bonds removed; Figure 

1(B) shows the same 

network tuned to η = −1 

with a different set of 6 

removed bonds. The red 

lines in each figure 

indicate the bonds that 

were pruned. 

Remarkably few bonds need to be removed in order to achieve strain ratios of η = ±1.  In 

Fig. 1.  Network at ∆Z = 0.19 tuned to exhibit (A) expanding (η = 

+1) and (B) contracting (η = −1) responses to within 1% of the 

desired response.  Source nodes are shown in blue, while target 
nodes are shown in black.  Arrows indicate the sign and magnitude 

of the extension between the pairs of source and target nodes. The 

removed bonds are shown as red lines.  
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two dimensions only about 5 bonds out of about 400 were removed on average (∼1%); 

similarly, in three dimensions only about 4 bonds out of about 740 were removed on 

average (∼0.5%).  The failure rate is less than 2% for strain ratios of up to |η| = 1 in two 

dimensions and less than 1% in three dimensions.  Therefore, not only does our algorithm 

allow for precise control of the response, it also works the vast majority of the time.  

Future Work 

Further work needs to be done to understand why removing specific bonds achieves the 

desired response.  Our method of identifying the elements of the stress basis associated 

with individual bonds indicates that these stress states are fundamental to this 

understanding.  The dependence on network size and node connectivity also needs to be 

understood in greater detail.  The limits of our algorithm are not yet known, including the 

number of targets that can be controlled and the number of independent responses that 

can be tuned for networks of a given size and coordination.  To understand experimental 

systems ranging from proteins to the macroscopic networks we have fabricated, we must 

extend the theory to include temperature, dynamics, pre-stress, bond bending, and 

nonlinear effects due to finite strains. Our approach provides a starting point for 

addressing these issues.  
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Condensed Matter Theory 
 

Lead PI – Mike Norman 

Co-PIs – Olle Heinonen, Alex Koshelev, Peter Littlewood, Ivar Martin, Kostya Matveev 

Materials Science Division, Argonne National Laboratory, Argonne, IL 60439 

 

Project Scope 

 
Condensed matter theory research programs are carried out in the areas of superconductivity, 

magnetism, and low dimensional systems, with a desire to make a major impact in a number of 

important endeavors, including the understanding of high temperature cuprate and pnictide 

superconductors, other transition metal compounds with novel properties such as quantum spin 

liquids and charge density waves, topological properties of metallic and nanostructured magnets, 

quantum phase transitions in strongly correlated electron systems, and transport in quantum 

wires, quantum dots, and spintronic devices. 

 

Recent Progress 
Artificial spin ices as reconfigurable 

magnonic crystals. Artificial square spin 

ices are composed of magnetic nano-

elements arranged on a two-dimensional 

square lattice, such that there are four 

interacting magnetic elements at each 

vertex, leading to frustration. Using a semi-

analytical approach, we showed that square 

ices exhibit a rich spin-wave band structure 

that is tunable both by external fields and 

the configuration of individual elements. 

Internal degrees of freedom can give rise to 

equilibrium states with bent magnetization 

at the element edges leading to 

characteristic excitations; in the presence of 

magnetostatic interactions these form 

separate bands analogous to impurity bands 

in semiconductors. We used micromagnetic 

simulations to corroborate our semi-

analytical approach. Our results show that 

artificial square ices can be viewed as 

reconfigurable and tunable magnonic crystals that can be used as metamaterials for spin-wave-

based applications at the nanoscale.  

 

Second Harmonic Generation in Iridium Oxides. Iridates are thought to be a spin-orbit analog of 

cuprates, and along this line, second harmonic generation (SHG) has been detected and proposed 

to be due to orbital currents, as speculated for cuprates by Varma.  In a rather exhaustive study, 

we have classified all sources of second harmonic generation that could occur in the iridates, and 

identified the appropriate multipole order parameter.  We found that of the three possible 

magnetic ground states allowed by space group symmetry in Sr2IrO4, two of the three generate an 

SHG signal.  In the ++++ state (here, the sign refers to that of the ferromagnetic moment in each 

of the four IrO2 planes per unit cell), where one has a net ferromagnetic moment due to canting, 

Fig. 1 - (a) Band structure of the vortex state. The insets 

show the magnetization vector configuration of the unit 

cell for each band. The FBZ surface plots of M1/M4 

and M2/M3 are shown in (b) and (c), respectively. 
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the order parameter is actually that of the ferromagnetic moment, with the SHG signal due to a 

coupling of two electric dipole transitions to one magnetic dipole transition.  The other +-+- state, 

with no net ferromagnetic moment, has an SHG signal due to inversion breaking (with the SHG 

signal due to coupling of three electric dipole transitions), the order parameter being due to a 

toroidal dipole or magnetic quadrupole.  In neither case is it necessary to invoke orbital currents.  

The actual magnetic ground state of Sr2IrO4, though, is the +--+ state, which has no SHG signal.  

Therefore, if the SHG signal is due to magnetism, this implies that the laser pump used in the 

measurement has induced a non-equilibrium magnetic state. 

 

Magneto-transport of nearly antiferromagnetic metals due to hot-spot scattering:  Multiple-band 

electronic structure and proximity to an antiferromagnetic (AF) instability are key properties of 

iron-based superconductors.  We explored the influence of scattering by the AF spin fluctuations 

on transport of multiple-band metals above the magnetic transition. A salient feature of this 

scattering is that it is strongly enhanced at the Fermi surface locations where nesting is perfect 

(“hot lines”). In the paramagnetic state, the enhanced scattering rate near the hot lines leads to 

anomalous behavior of the electronic transport in a magnetic field. We explored this behavior by 

analytically solving the Boltzmann transport equation. Our approach accounts for return 

scattering events and is more accurate than the relaxation-time approximation. The magnetic field 

dependences are characterized by two different field scales: the lower scale is set by the hot line 

width, and the higher scale is set by the total scattering amplitude. Conventional magneto-

transport behavior is limited to magnetic fields below the lower scale. In the wide range between 

these two scales, the longitudinal conductivity has a linear dependence on the magnetic field and 

the Hall conductivity has a quadratic dependence. The predicted behavior is qualitatively 

consistent with the magneto-transport data in several compounds such as Ba[As1-xPx]2Fe2 and 

FeTe0.5Se0.5. 

 

Wigner crystals. We studied one-dimensional quantum systems near the classical limit described 

by the Korteweg-deVries (KdV) equation. An important example of such a system is a one-

dimensional Wigner crystal that emerges in quantum wires when the electron density is small. 

The elementary excitations near this limit are solitons and phonons. The classical description 

breaks down at long wavelengths, where quantum effects become dominant. We noticed that 

some exactly solvable models, such as the Lieb-Liniger model and the quantum Toda model, 

exhibit the same crossover. Using the known results for these models, we have been able to 

obtain analytic expressions for the spectra of the elementary excitations in the entire classical-to-

quantum crossover.  We further argued that the results obtained for exactly solvable models are 

universally applicable to all quantum one-

dimensional systems with a well-defined 

classical limit described by the KdV 

equation, including the 1D Wigner crystals. 

We also showed that the ultimate quantum 

fate of the classical KdV excitations is to 

become fermionic particles and holes.  Our 

results can be tested by measuring the 

dynamic structure factor of these systems. 

 

Physics of quasicrystals. Crystallization is 

one of the most familiar, but hardest to 

analyze, phase transitions. The principal 

reason is that crystallization typically occurs 

via a strongly first-order phase transition, and 

thus a rigorous treatment would require 

Fig. 2 - Variational phase diagram for T = 0.1 EF as a 

function of the local repulsion strength 𝜆4 and the 

ionic ordering vector 𝑞0.  At small values of 𝜆4 

(Unst), the fourth order GL terms become negative, 

signaling the need to consider higher order stabilizing 

terms. The icosahedral quasicrystal is denoted as i. 
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comparing energies of an infinite number of possible crystalline states with the energy of the 

liquid. A great simplification occurs when the crystallization transition happens to be weakly first 

order. In this case, weak crystallization theory, based on a GL expansion, can be applied. In its 

standard form, however, weak crystallization theory cannot explain the existence of a majority of 

the observed crystalline and quasicrystalline states. In our work, we have extended the weak 

crystallization theory to the case of metallic alloys. We identified a singular effect of itinerant 

electrons on the form of the weak crystallization free energy. It is geometric in nature, generating 

a strong dependence of the free energy on the angles between the ordering wave vectors of the 

ionic density. This leads to stabilization of the FCC, rhombohedral (Rh), and icosahedral 

quasicrystalline (i) phases, which are absent in a generic theory with only local interactions. 

 

Vacancies in oxides. Using LDA+U, DMFT, and cluster methods, we have studied the energetics 

and spectroscopy of vacancies in the prototypical oxides LaAlO3 and SrTiO3. In the latter, we 

find that depending on strain and carrier density, the O vacancy can change from a double donor 

to a single donor (which then has a moment). The observation of carrier density- and O vacancy-

dependent magnetism is consistent with non-linear optical Kerr measurements by the Crooker 

group at Los Alamos, and with the gating of the magnetism by the Levy group at Pittsburg. 

 

Future Plans 
 

Artificial spin ices. Some of our preliminary results on artificial spin ices indicate that in the 

presence of Dzyaloshinskii-Moriya interactions that can arise, for example, by depositing the spin 

ice islands on a spin-orbit scatterer such as Pt, the magnonic bands attain a non-zero Chern 

number. This would imply that there are lower-dimensional edge modes with specific chiralities 

that are topologically protected. The possibility to manipulate and control such modes by 

reconfiguring the magnetization opens intriguing new avenues in the area of magnonics. 

 

XMR in semimetals. In collaboration with Wai Kwok’s group, we are looking into the nature of 

the novel transport properties of LaSb that were identified by Cava’s group.  We have found that 

the transport scattering rate inferred from the residual resistivity of this material is over a factor of 

30 smaller than the scattering rate inferred from the Dingle temperature from quantum oscillation 

studies.  This implies a strong suppression of backscattering, despite the fact that there is little 

evidence for any topological character to this material.  The goal then is to understand what is 

causing this suppression, and relate this to the nature of the extreme magneto-resistance. 

 

Wigner crystals. We plan to study the decay of solitons in a 1D Wigner crystal.  Unlike the 

spectra of elementary excitations, the lifetimes cannot be obtained by studying exactly solvable 

models, as it is the deviations from exact integrability that give rise to finite decay rates. We will 

develop an approach in which the soliton is treated as a mobile impurity in a Luttinger liquid.  We 

expect that the decay rate will grow with energy, but remain small at relevant energy scales.  

 

Enhancing materials properties by irradiation. Motivated by the observed transient enhancement 

of superconductivity in several materials upon irradiation with high intensity pulses of THz light, 

we will analyze the Cooper instabilities in strongly driven electron-phonon systems. The light-

induced non-equilibrium state of phonons should result in a simultaneous increase of the coupling 

constant and the scattering. The competition between these two effects could lead to an enhanced 

superconducting transition temperature in a broad range of parameters. This work may pave a 

new way for engineering high-temperature light-induced superconducting states. 

 

Oxides. With a U Chicago student, A. Edelman, we have modeled the crossover from strong- to 

moderate coupling of the Frohlich polaron in SrTiO3 which has recently been observed by 
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ARPES and tunneling (Hwang, SLAC).  We will use this fit to see whether the strongly coupled 

optical phonon in SrTiO3 can explain the anomalous low carrier density superconductivity. 
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Symmetry Effects on the Interplay between 

Strong Correlation and Spin-Orbit Coupling 
 

Principal investigator: Warren E. Pickett 
Department of Physics, University of California Davis 
Davis CA 95616 
wepickett@ucdavis.edu 
 
Project Scope 
Our recent work, and that of others as well, has demonstrated that the interplay of strong 
correlations and large spin-orbit coupling (SOC) can lead to new physical phases, some with 
topological character of the electronic state being the most exciting. In a few different 
contexts, we have found that the effect of even rather weak SOC can be magnified by strong 
interactions. However, In our several studies of (001) interfaces and thin film overlayers of 
perovskite transition metal oxides (viz. LaAlO3 on a SrTiO3 substrate), broken charge and spin 
symmetry phases were common but SOC was never a factor.[1] The suggestion that buckled 
bilayer honeycomb lattices of open-shell 3d ions, produced by (111) layer growth of 5d-based 
perovskites, provides a new vista for strong interaction-large SOC-broken symmetry interplay, 
which has led us to turn our attention to such systems.[2-6] Many of these findings have been 
reported.[7-9] Symmetry in itself is found to be a central consideration. Although sometimes 
couched in terms of global (space group; magnetic order) terms, it seems that sometimes it is 
the local symmetry of an open-shell ion that is crucial: large Hubbard U encourages (Jahn-
Teller) distortions, lowering symmetry; SOC produces large orbital moments, thus large 
magnetocrystalline anisotropy and enhanced effects of SOC. A second honeycomb lattice 
system that contains a Chern phase in its generalized phase diagram is the ferromagnetic Ising 
Mott insulator BaFe2(PO4)2,[10] where U(Fe) is so large as to make the Chern phase 
inaccessible.[10,11]  In both systems the crucial interplay is  among large interaction, strong 
SOC, and symmetry.  
      
This project addresses a number of DOE/BES priorities. Electronic correlations are addressed 
specifically: most of the applications are to strongly correlated materials, but there are several  
other characteristics that modulate the effects of strong interactions.  We address materials 
design (MGI), not in a high throughput manner such as several groups are doing well, but in 
making applications to atomic layer-by-layer grown materials that experimentalists are gaining 
experience with. Several competing energy scales make the systems we study less amenable to 
high throughput approaches. Another aspect of our design vision is to replace oxides with 
nitrides, for hole transport reasons.[12,13]  Phenomena studied include magnetism, quantum 
phase transitions, thermoelectric behavior, and occasionally having superconducting potential 
in mind. Topological characters of Hamiltonians (of real materials) are being given priority in 
this project. Design/prediction of topological insulators and semimetals is an active area for us, 
and understanding their origins in real materials is one focus. Our discovery of a large Chern 
number phase is driving us to pursue a more thorough understand of topological indices. 
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Recent Progress 
 
Below are some highlights of progress over the past 2-3 years, including a breakthrough on 
predicted Chern insulators, reported in a submitted manuscript.[5,11]  
 
Buckled honeycomb lattices of 3d ions. The PI, in collaboration with Pentcheva's group (Univ. 
of Duisburg-Essen) involving exchange visits, initially studied the SrTiO3 bilayer encased in 
LaAlO3, “a three-orbital strongly correlated generalization of graphene” (subtitle of our paper).  
Restricted to a symmetric honeycomb lattice, a ferromagnetic Dirac-point semimetal (Weyl 
semimetal) phase was found for the ground state. Allowing inversion symmetry breaking, the 
system was driven to a charge-ordered multiferroic (ferromagnetic, ferroelectric) state.  
Applying the same density functional theory for correlated materials (DFT+U) to the nickelate 
bilayer (LaNiO3), again a Mott insulating ferromagnetic phase was obtained, but in addition the 
possibility of strain-controlled orbital engineering was demonstrated.   
 
Aiming at determining whether a Chern insulating state (quantum Hall state without applied 
magnetic field) can be designed in this system, a study of the entire 3d series of transition 
metal atoms was carried out. In three cases, the Dirac point, Weyl insulator phase was 
obtained when threefold symmetry was imposed, however all three preferred symmetry-
broken (charge ordered) and normal (Mott) insulating ground states. It was however 
discovered that in relaxing from the Weyl semimetal state to the Mott insulator, some of them 
passed through a Chern insulating phase.[4,11] It was clear that a combination of too large 
Hubbard U (and resulting Jahn-Teller distortion) and too small SOC strength, were limiting 
factors in achieving the quantum anomalous Hall phase. 
 
The most promising direction was not difficult to find: moving to 4d or perhaps 5d ions would 
decrease U and increase SOC, both of which should be helpful for supporting a Chern phase. 
We performed a study of the Mn and Fe columns of transition metal series. At the same time, 
to assess the effect of strain, the substrate (LaAlO3 what actually  used) was taken to have the 
lattice constant of both LaAlO3 and LaNiO3, differing by 1.8%. In short: Chern insulating states 
have been obtained for both bilayer LaOsO3 and bilayer LaRuO3, each requiring a particular 
strain (different for the two cases). A collaboration with an experimental group is being formed 
to follow up on our predictions. 
 
Chern phase in the generalized phase diagram of the ferromagnetic Mott insulator 
BaFe2(PO4)2. Almost two years ago our collaboration with Kwan woo Lee’s group (Korea 
University) had shown this honeycomb lattice compound, which is electronically two 
dimensional, to be an unusual ferromagnetic Mott insulator. Its spin S=2 ion induces, 

for the extremely large magnetocrystalline anisotropy (Ising nature) and the observed Curie-
Weiss moment.   In work submitted, it is demonstrated that this compound would be a Chern 
insulator if U would have been less than 3.5 eV; the large U makes the Mott gap larger than 
that for which band entanglement can be sustained, given the modest strength of spin-orbit 
coupling in iron. In this incipient Chern phase a puzzling behavior is found: the Chern number 
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changes by three, or even by six, through complexes of 1-3 bands. Only changes by multiples of 
three are obtained. Already C=3 it a very large Chern number for a real material; the prospect 
of C=6 or more is truly exciting, and as already mentioned, truly puzzling at present, as there is 
little understanding of what it is in the electronic structure, or the Hamiltonian, that 
determines the magnitude of the Chern number.   
 
 

 

Charge-ordering: where’s the 
charge?.  The phenomenon of charge-ordering [14-16] has presented longstanding interest in 
materials research. Charge order accounts for insulating phases where average ionic charges 
would indicate unfilled band and hence conduction. We have accumulated several examples 
(not listed in the references) in which insulating states are characterized by `charge-ordered’ 
ions that have identical local charges. From our quantitative studies, the concept of charge-
ordering is robust, but must be understood in more general terms. The charge of `charge 
order’ is not an ionic attribute – a Ni2+ has the same charge density as a Ni3+ ion – rather it is a 
characteristic of an ion in its local environment.  “Charge states” can be quantified in terms of 
Wannier functions: a Ni2+ site is the center of eight occupied `3d’ WFs, while a Ni3+ site hosts 
only seven.  This behavior has been quantified for several cases (YNiO3, CaFeO3, AgNiO2, V4O7, 
AgO, La4Ni3O8, La3Ni2O6).  
 
Future Plans.  

1. Study the mixed osmate-ruthenate buckled bilayer and determine whether there is a 
Chern insulating state as strain is varied (the osmate and ruthenate are individually 
Chern insulators, but with different strains). 

2. Work with experimentalists in attempting to verify our designed Chern phases in 
transition metal oxide honeycomb lattice layers. 

3. Pursue a deeper understanding of the origin of the large Chern numbers (jumping by 3 
and sometimes 6 through a band complex) in BaFe2(PO4)2. Study the Ru analog. 

 

Colorplots of the Berry curvature 

(top, perspective view; bottom, top 

view) of the two designed quantum 

anomalous Hall insulators (Chern 

insulators). Left side: buckled 

bilayer of LaOsO3; with Chern 

number of 2; right side, buckled 

bilayer of LaRuO3 with Chern 

number of -1. The differing Chern 

numbers indicate differing Hall 

current (by a factor of two) and 

different direction of the current 

(sign of the Chern number). The 

characters of the Berry curvature 

are very different: concentrated in 

the sharp peaks in the osmate, 

while more diffuse in the zone in 

the ruthenate. 
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Emergent properties of highly correlated electron materials 
 
Principal investigator: Professor Srinivas Raghu 
Department of Physics, Stanford University and SLAC National Accelerator Laboratory 
Stanford, CA 94305 
sraghu@stanford.edu 
 
 

Project Scope 
  
The primary goal of this program has been to explore robust low energy properties of 
correlated electron materials in the context of effective model systems.  These effective 
models include simplified Hamiltonians and effective field theories and involve far fewer 
microscopic degrees of freedom than are present in an actual system.  This in turn allows 
us to identify well-controlled solutions to the theory in various limits and to extract the 
qualitative, robust features present in such solutions that may carry over to real materials.  
Specific issues that have been addressed in this project in the past two years include: 1) 
superconductivity near a metallic quantum critical point, 2) phenomenology of the 
magnetic field tuned superconductor to insulator transition, 3) physics of a half-filled 
Landau level 4) phenomenology of heavy fermion materials, and 5) study of quantum 
materials and unconventional superconductivity. 
 

Recent Progress 
 
Below are some highlights of progress made in the past 2 years (a more comprehensive 
publication list is appended below the highlights).   
 
Superconductivity near a metallic quantum critical point – The problem of 
superconductivity near quantum critical points (QCPs) remains a central topic of modern 
condensed matter physics.  Near a QCP, there is a competition between two offsetting 
effects. First, near criticality, the order parameter mediates strong, long-ranged attractive 
interactions (the range is set by the correlation length, which diverges at the QCP).  
Second, the order parameter leads to a much greater quasiparticle scattering and decay 
rate, which undermines a Landau Fermi liquid description.  This in turn invalidates BCS 
theory and all estimation of pairing scales that follow from it. In recent work, the PI, in 
collaboration with Gonzalo Torroba (former Stanford postdoc, now faculty member at 
Bariloche) and Huajia Wang (former Stanford student, now postdoc at UIUC) addressed 
these competing effects in the context of a solvable model of a metallic quantum critical 
point.  We showed that the two effects - namely the enhanced pairing and the destruction 
of Landau quasiparticles - can offset one another, resulting in stable "naked" quantum 
critical points without superconductivity.  However, the resulting quantum critical metal 
exhibits strong superconducting fluctuations on all length scales.   The result was 
established using a large N theory in d=3- spatial dimensions ( <<1).  While this is 
certainly an artificial limit when it comes to actual quantum materials, the solutions 
obtained shed considerable light on the nature of superconductivity near quantum critical 
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points.  Our theory interpolates from one extreme, where the superconducting scale far 
overpowers the effects of quasiparticle destruction, to another extreme where 
quasiparticle destruction and non-Fermi liquid behavior overpower the low energy 
dynamics, leading to a naked, quantum critical point without a superconducting dome (See 
Fig. 1).  A multicritical point, where superconductivity just begins to develop at the 
quantum critical point, separates these extreme limits.  The multicritical point is 
somewhat exotic, and related to the Kosterlitz-Thouless transition of the 2d XY model.  
While it remains to be seen whether such solutions reflect the actual behavior of quantum 
materials, the theory studied here leads to testable experimental predictions and 
signatures in numerical treatments of the problem.   

Magnetic field tuned superconductor-insulator transition in two dimensions – the PI, 
in collaboration with former postdoctoral scholar Michael Mulligan (now faculty member 
at UC Riverside) has been investigating universal properties associated with the two 
dimensional magnetic field-tuned superconductor-insulator (SIT) quantum phase 
transition.   In several thin films including InOx thin films, where disorder is strong, a 
magnetic field tuned SIT has been observed, with the critical resistance at the SIT being 
close to the Cooper pair quantum of resistance, namely h/4e2.  This value of resistance is 
consistent with the notion of self-duality at the transition.  However, in thin films where 
the disorder is somewhat less, instead of a direct SIT with self-duality, a stable metallic 
phase has been observed.  Building on an influential theory of the SIT `dirty boson' 
description, we suggested that the metallic region is analogous to the composite Fermi 
liquid observed about half-filled Landau levels of the two-dimensional electron gas.   The 
analog of the fermion here is a bound state of a Cooper pair and a vortex.  Such a 
charge/flux composite exhibits Fermi statistics, and is a natural low energy degree of 
freedom in the vicinity of a self-dual SIT.  The formulation of the SIT and related metallic 
phase transition in terms of fermionic variables enables a natural explanation not just of 
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FIG. 1: Top: Conventional phasediagram of a quantum crit-
ical point (QCP) associated with an order parameter φ, with
asuperconductingdome(SC) partially overlapping thequan-
tum critical region of the ‘bare’ QCP of a metal. Bottom:
the phase diagram obtained in the present paper, with the
SC domefully overlapping the incipient regimeof incoherent

fermionic quasiparticles, while thequantum critical φ fluctu-
ationssurvive into higher temperatures in thenormal state.

gent gaugefields.

In thispaper wewill consider examples of both kinds
of quantumcritical pointsascasestudiesfor therelation-
ship between quantumcriticality, superconductivity, and
non-Fermi liquid physics. In theexamplestudied of the
first class, where the Fermi surface is distorted through
the development of a broken symmetry, we show that
superconductivity is strongly enhanced near the critical
point. Wesuggest that thismay bemoregenerally true:
order parameter fluctuationsenhancesuperconductivity.
In theexamplestudied of thesecond classwheretheen-
tireelectron Fermi surface is annihilated, weargue that
superconductivity is suppressed. This dichotomy may
explain thephenomenology described abovewheresome
but not all QCPsshow an enhancement of superconduc-
tivity.

We begin with QCPs associated with the onset of a
symmetry breaking order. Strong fluctuationsof theor-
der parameter present at theQCP tend to decohere the
electronic quasiparticles: as the system is tuned to the
critical point, theresidueZ and theFermi-velocity vF of
quasiparticlesapproach zero. A common featureof such
QCPsis that thereexistssomepairing channel in which

theorder parameter fluctuationsmediateattraction. The
strengthof theattraction increasesasoneapproachesthe
QCP, yet the same order parameter fluctuations, which
providethepairingglue, alsodestroy thevery quasiparti-
clesthat aretryingtopair. Thecentral question iswhich
of thesetwocompetinge↵ectswins. Inparticular, issuch
aQCP in ametal inherently unstabletosuperconductiv-
ity, asempirical observationssuggest?10

In thepresent paper weaddresstheabovequestion for
the class of metallic QCPs, where the order parameter

carries a wave-vector ~Q = 0 (for recent progress on the
~Q 6= 0 case, see Refs. 11,12). The most familiar exam-
ple of such a phase transition is the Stoner instability
associated with thedevelopment of ferromagnetic order.
Modern developments show that due to fluctuation ef-
fects theStoner transition is likely modified at low tem-
perature and becomes first order (or develops an inter-
mediate spiral ordered phase).13–17 A di↵erent example
which doesnot su↵er from thesecomplications16,18 (see,
however, footnote 19) is the transition associated with
theonset of Ising-nematic order, characterized by spon-
taneous breaking of a four-fold rotational symmetry of
thelatticetoatwo-fold subgroup.18,20–29,31–36 Theorder
parameter inthiscaseisjust areal Isingfieldφ(x). Grow-
ing evidence for such order has been found in a number
of physical systems including cuprate,37–43 pnictide44–51

and ruthenate52 materials. Fromatheoretical viewpoint,
the Ising-nematic QCP is perhaps one of the simplest
phase transitions in metals. It, thus, provides a conve-
nient settingfor studyingtheinterplay between quantum
criticality, nFL and pairing physics.53

Weperform a systematic renormalization group (RG)
analysis of the Ising-nematic QCP. Our approach uti-
lizes an idea introduced by D. T. Son in his study of
quark pairing by thecolor gaugefield in densebaryonic
matter.54 Wecombinetheconventional Fermi-liquid RG
treatment of Refs. 55,56 with the so-called “two-patch”
scaling approach of Refs. 18,57–59. Analytical control is
gained through the✏-expansion introduced inRef. 60and
itssubsequent large-N improvement.32 Wefind that the
Ising-nematic QCP is always unstable to superconduc-
tivity. In particular, attractivepairing interaction medi-
ated by theorder parameter fluctuationsdominatesover
other residual short range interactions (even if they are
repulsive) and drivesa pairing instability as theQCP is
approached. However, the residual short range interac-
tionsdetermine theangular momentum/ spin channel in
which thepairing instability occurs; asaresult, thepair-
ingsymmetry isnon-universal. Theusual weak coupling
BCSformula, Tc ⇠ exp(−1/ |V|), relating thesupercon-
ducting Tc to the strength of the short-range interac-
tion V clearly doesnot hold in thevicinity of theQCP.
Rather the superconductivity is strongly enhanced, and
Tc at the QCP scales in a power-law manner with the
coupling between order-parameter fluctuations and the
electrons. Thus, in thisexampleweclearly demonstrate
the importanceof quantum criticality in optimizing the
superconducting Tc. Moreover, in the regimewhereour
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Figure 1. Generic phase diagram of a correlated electron system
with an ordered state next to a metallic state. The tuning parameter
can be pressure, magnetic field, carrier doping, etc. While the
metallic phase can commonly be described as a Fermi liquid,
signatures of non-Fermi-liquid behaviour are observed above the
quantum critical point. Often superconductivity is found right in this
range of the phase diagram.

and, in general, is described by a renormalisation of the

quasiparticles mass, leading to an effective mass up to a few

hundred times the band mass. The electrons still obey Fermi

statistics and this type of electron liquid is called an interacting

Fermi liquid [8]. As pointed out by Landau more than half

a century ago [9], the low-energy excitations of a system

with interactions can be mapped 1:1 onto a non-interacting

system using proper renormalisation. The bare electrons can

be pictured as being ‘dressed’ with a cloud of virtual electron–

hole pair excitations, but the quasiparticles still carry the

same charge and spin as free electrons. This means that

the electronic charge and spin propagate coherently in an

interacting Fermi liquid, just as they do in a free-electron gas.

Under certain circumstances, notably when the electron system

is driven close to an instability, or when the electronic structure

is highly anisotropic, the renormalised Fermi liquid picture

is not valid anymore; other types of quantum liquids may

replace it, which are often described as non-Fermi liquids. For

the particular case of a one-dimensional metal, for instance,

Luttinger suggested a simple, exactly solvable model [10],

known as the Luttinger liquid.

Low-dimensional organic conductors and superconduc-

tors are described by phase diagrams that resemble figure 1;

hence it is only natural to take a similar point of view on

the underlying physics. The first organic superconductor

(TMTSF)2PF6 is, in fact, an antiferromagnetic insulator, which

becomes superconducting at Tc = 1.2 K only when hydrostatic

pressure suppresses the spin-density wave nesting [11]. The

record Tc for organics is presently held by the two-dimensional

salt κ-(BEDT-TTF)2Cu[N(CN)2]Cl, but a small pressure

of 0.3 kbar is needed to drive the antiferromagnetic Mott

insulator superconducting, essentially by reducing the effective

correlations U/W , where U is the Coulomb repulsion and

W the bandwidth [12–14]. Quantum criticality is suggested

for the charge-ordered insulator (MeDH-TTF)2AsF6 when

transformed to a metal upon the application of pressure [15].

While in this case no superconductivity has been observed, the

family of α-(BEDT-TTF)2MHg(SCN)4 exhibits charge-order

fluctuations that can be tuned by chemical pressure (M = NH4,

Rb, Tl, K) with α-(BEDT-TTF)2NH4Hg(SCN)4 becoming

superconducting at Tc = 1 K [16–18]. Similar observations

have been made inβ′′-(BEDT-TTF)2SF5CH2CF2SO3 [19, 20],

supporting the suggestion that charge fluctuations mediate

superconductivity [21, 22]. Recently, the quantum critical

behaviour at the edge of charge order was explored theoreti-

cally [23]. Here quantum fluctuations associated with charge

order induce unconventional metallic behaviour. A strong

effective mass enhancement reminiscent of heavy-fermion

behaviour [4, 5, 24, 25] indicates the possible destruction of

quasiparticles at the quantum critical point.

In the following we want to survey these and other

examples of organic electron systems and discuss the

experimental indications that might connect them to quantum

criticality. Does superconductivity emerge out of a Fermi

liquid state? Or does the Fermi liquid picture break down in

the metallic state next to an ordered phase?

2. Organic solids as correlated electron systems

In the last decade evidence accumulated that organic

conductors cannot be described and understood without taking

electronic correlations into account. By now they are

accepted as electron systems with considerable electron–

electron interactions among heavy fermions, transition-metal

oxides and iron pnictides. Nevertheless, it is crucial to keep

in mind some fundamental differences of molecular solids

compared to the above-mentioned examples.

First, it is important to consider the electrons that

form the molecular bonds in the crystal and that are

responsible for the electronic properties. Heavy fermions

are intermetallic compounds containing 4f or 5f electrons,

which hybridise with the conduction electrons; the interaction

of the itinerant conduction electrons and localised magnetic

moments is crucial for the understanding of heavy-fermion

systems [26, 27]. Transition-metal oxides, on the other

hand, are formed by covalent bonds where the d electrons

are hybridised by the oxygen p electrons and are (partially)

localised by Coulomb repulsion U . The tuning parameter is

the change of band filling by doping, driving the system from

an antiferromagnetic Mott insulator to a superconductor. Since

the electronic properties are best understood by starting from a

localised picture, with hopping of electrons between the sites,

the essential physics is captured by the Hubbard model.

In the case of organic crystals, we are dealing with

delocalised π electrons spread over the molecule. In contrast

to intermetallic compounds or iron pnictides, where many

bands have to be considered and the Fermi surface becomes

very complicated, the π electrons in the organic compounds

form an extremely simple Fermi surface; often it consists

of a single sheet that can be well approximated by Hückel
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Figure 1. Our theory has two small parameters, 1/N and .  Their ratio, N, however is arbitrary.  In our analysis, we find 
that when N << 1, superconductivity overwhelms non-Fermi liquid behavior, whereas in the opposite limit, when 
N non-Fermi liquid behavior dominates, resulting in a “naked” quantum critical point.  When this ratio N is of 
order unity, one has a situation where enhanced superconductivity arises out of a normal state without well-defined 
quasiparticles.   
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the existence of a metallic phase, but also 
of a self-dual SIT, which in the language of 
fermions amounts to a particle-hole 
symmetry.  Thus, direct SIT with self-
duality maps onto a quantum Hall plateau 
transition with (disorder averaged) 
particle-hole symmetry.  Our fermionic 
approach to the SIT also leads to several 
computational projects involving the study 
of the superconductor-insulator transition 
all of which are ongoing.  Lastly, the 
fermionic description may enable an 
understanding of an unconventional 
insulating phase known as the Hall 
insulator, which persists in the vicinity of 
the SIT and the quantum Hall to insulator 
transition.  More broadly, the hypothesis 
that composite fermions underlie both the 
description of both quantum Hall 
transitions and SITs leads to a number of 
testable predictions as the two systems 
complement and inform one another. 
 
Emergent particle-hole symmetry of the 
half-filled Landau level – The PI, with Michael Mulligan (former Stanford postdoc, now 
faculty member at UC Riverside) and Matthew Fisher (KITP, UCSB) investigated the 
possibility that particle hole symmetry in the lowest Landau level at half filling arises as an 
emergent low energy symmetry.  Specifically, we started with the traditional approach to 

the half-filled Landau level – an 
effective field theory known as the 
composite Fermi liquid pioneered by 
Halperin, Lee and Read.  In this theory 
composite fermions arise when flux is 
attached to electrons in a half-filled 
Landau level and particle-hole 
symmetry is manifestly broken.  
However, an equivalent starting point 
is one where one starts with a filled 
Landau level, depletes electrons (or 
equivalently, adds holes) to the point 
of half-filling.  One then attaches flux 
to the holes, and the resulting 
composite hole description – which 
also breaks particle-hole symmetry – 
is another viable description of the 
half-filled Landau level.  In recent 

Figure 2. Conjectured T=0 phase diagram in the vicinity of a 
SIT as a function of external field and disorder.  The solid 
lines denote phase transitions, while the dashed line denotes 
the boundary (either phase transition or crossover) between 
a Bose insulator of Cooper pairs and an electron insulator.  A 
similar phase diagram obtains for a 2D Electron gas in the 
quantum Hall regime with the following relabeling: 
Superconductor <-> Integer quantum Hall effect, Bose 
insulator <-> Hall insulator, and composite vortex liquid <-> 
composite Fermi liquid.   

Figure 3. The left side of the figure depicts the CFL in the lower 
half-plane and the CHL in the upper half-plane.  The right side 
shows the particle-hole transformed version of the left half.  Chiral 
edge present at the boundary between a CFL and vacuum is 
denoted by the short dashed line. The chiral field corresponding to 
the edge of a CHL is shown by the long dashed line.  At the 
interface between the CFL and CHL, there is also a chiral charged 
edge mode equivalent to the edge mode of a filled Landau level.  
This modeLL is denoted by the solid line.   
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work, we constructed a particle-hole symmetric theory by studying a system consisting of 
alternating quasi-one-dimensional strips of composite Fermi liquid (CFL) and composite 
hole liquid (CHL), both of which break particle-hole symmetry (Figure 3). When the CFL 
and CHL strips are identical in size, the resulting state is manifestly invariant under the 
combined action of a particle-hole transformation with respect to a single Landau level 
(which interchanges the CFL and CHL) and translation by one unit, equal to the strip 
width, in the direction transverse to the strips. Gauge invariance requires the existence of 
gapless edge modes at the interface between the CFL and CHL.  Out of these modes, we 
constructed a neutral Dirac fermion coupled to an emergent U(1) gauge field.  Thus, at 
distances long compared to the strip width, we demonstrated that the system is described 
by a Dirac fermion coupled to an emergent gauge field, with an anti-unitary particle-hole 
symmetry, precisely the form conjectured by Son to be the low energy description of a 
particle-hole symmetric half-filled Landau level.   
 

Future Plans 

Non-Fermi liquids – The PI will develop theory of superconductivity near a quantum 
critical point focusing on finite temperature correlations and crossovers using methods of 
finite size scaling.  He will also complement the analytic studies with phenomenological 
studies of experiments investigating quantum critical metals such as the cuprates and 
ruthenates, and will consider signatures of scaling laws in numerical simulations.   
 
Superconductor-insulator and quantum Hall transitions – The PI is currently studying 
these transitions using DMRG techniques.   On the phenomenological side, the PI is 
studying quantum oscillation signatures of half-filled Landau levels, and is constructing a 
theory of the Hall insulator phase.  Finally from the standpoint of effective field theory, the 
PI is working on examples of renormalization group fixed points with finite disorder 
strength, which exhibit diffusive metal behavior in 2 spatial dimensions.  Such a proposal 
goes against the wisdom of the scaling theory of localization, which argues against the 
presence of diffusion in two spatial dimensions.  If realized, such a diffusive metal fixed 
point would ultimately describe the behavior of half-filled Landau levels and metallic 
phases in the vicinity of SIT, when both disorder and interactions lead to important effects.    
 
Unconventional superconductivity – The PI has been focusing on heavy fermion 
superconductors where ferromagnetism and superconductivity both coexist.  In the past, 
the PI has written a paper on the material UCoGe.  In the future, the PI will consider the 
behavior of URhGe, which exhibits ferromagnetism and superconductivity at ambient 
pressure.  The PI will study the effect of Lifshitz transitions on the superconductivity of 
this material.   
 
Publications 
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Theoretical and Computational Studies of Functional Nanomaterials 
Principle Investigator: Talat S. Rahman 
Department of Physics, University of Central Florida, Orlando, Florida 32816 
 

Project Scope  

Our work focuses on understanding structure-function relationship in nanomaterials so as to enable the long 
term goal of rational material design.  We are particularly interested in understanding factors that control 
the magnetic and optical properties of these materials and their response to ultrafast external fields. We thus 
develop and apply techniques which provide accurate description of excited and bound states, correlation 
effects and non-adiabatic, non-equilibrium behavior of nano-scale systems.  Our efficient Density 
Functional Theory + Dynamical Mean-Field Theory (DFT+DMFT) algorithm allows proper incorporation 
of electron-electron interaction. While our density matrix version of Time-Dependent Density Functional 
Theory (TDDFT) makes feasible examination nonlinear effects (e.g. trions, biexcitons, exciton-plasmon 
and plasmon-phonon coupled states) in nanostructures. For out-of-equilibrium phenomena we construct 
exchange-correlation functionals by merging DMFT and TDDFT. Our systems of interest include transition 
metal nanoalloys and dichalcogenides and magnetic nanoparticles. 

Recent Progress  

A. Further developments in techniques beyond DFT 

 

In the past several years we have developed three codes that we continue to refine.  One is our 

density matrix based formulation of time dependent density functional theory (DM-TDDFT) 
which can be applied efficiently to examine multiple excitations and time evolution of nanoscale 
systems of interest, in-equilibrium and out-of-equilibrium. The other is our DMFT+DFT code in 

which the single impurity problem in DMFT involves finding of the single-electron Green’s 
function for the given site/orbital by treating the rest of the electrons in the system as a bath. Here 
the approximate Iterative Perturbation Theory (IPT) solver, in which the expression for the single-

electron self-energy is a function of second order in the local Coulomb repulsion parameter and 
chosen such that the resulting self-energy satisfies known limiting cases (such as the high-

frequency and large-Coulomb repulsion limits), has been supplemented by the more accurate one 
based on the Quantum Monte Carlo (QMC) method. 
 

Non-adiabatic exchange correlation kernel for strongly correlated systems (TDDFT+DMFT):  

We have proposed a new method for examining spectral properties and out-of-equilibr ium 

response of strongly-correlated electron systems through the merger of time-dependent density 
functional theory (TDDFT) and dynamical mean-field theory (DMFT). The key element in the 
theory- the exchange-correlation kernel – is obtained from the expression in DMFT for the two-

particle susceptibility and the electron self-energy for a multi-orbital effective Hubbard 
Hamiltonian.  

 
B. Some highlights of applications of DFT based methods to systems of interest 

 

1. Bound-state dynamics during the ultrafast response of the bilayer MoS2-WS2  
 

We have used our DM-TDDFT approach [1] to calculate the binding energies of coupled electron 
and hole states -excitons, trions and biexcitons - in monolayer MoS2 and WS2 and  bilayer MoS2-
WS2 systems excited by an ultrafast laser pulse.  Our results are in a good agreement with 
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experimental data [2-13], confirming the experimental finding that the electrons and holes form 
strongly-bond states in mono- and bi-layer transition-metal dichalcogenides (Table 1). As the next 

step, we have performed time-resolved study of the dynamics of electrons and holes, includ ing 
formation and dissociation of bound states. In particular, we find  that the experimentally-observed 

[12] ultrafast (50fs) inter-layer MoS2 to WS2 hole migration in MoS2-WS2 may be attributed to 
unusually large delocalization of the hole state which extends far into the inter-layer region (Fig. 
1). We have also calculated the exciton radiative lifetimes in the three systems (Table 2), and show 

that these times are longer than the inter-layer hole migration time, which makes the process of 
the charge separation in MoS2-WS2 feasible. In addition, we have also analyzed the process of 

exciton dissociation in presence of external field, and found that the dissociation happens in rather 
weak fields for all three systems (Table 2), which have applications in photovoltaic devices.  
 
Table 1. Exciton, trion and biexciton binding energies (meV) from DM-TDDFT (screened Slater exchange-

correlation (XC) kernel). Experimental results are presented in parenthesis.   

 
  System  exciton  trion biexciton 

1L MoS2  361 (220-570)2,3 40(18-40)4-6 25(40,60)7 

1L WS2 410   (320-700)8-10 47(30)10 44(65)10 

MoS2-WS2 180 (~100)11,12 12 10 

 
Table 2. Exciton radiative lifetimes (ps) at 3 temperatures and critical 

field E for exciton dissociation from TDDFT + many-body calculations  

 
System T=0 T=4K T=300K E (V/nm) 

1LMoS2 0.164 6.2 (5)13 467 (850)13 0.005   

1LWS2 0.150 3.2 239 0.035                           

MoS2-WS2 6.010 104 7800 0.001 

 
 

 

2. Development of the TDDFT+DMFT approach for strongly correlated materials  

 
We have performed a thorough analysis of the structure of the TDDFT XC kernel obtained from the DMFT 
charge susceptibility of the one-
band Hubbard model for different 
values of the on-site electron-
electron Coulomb repulsion 
parameter. [14] We solve the DMFT 
equations using the numerically 
exact Quantum Monte Carlo solver. 
In particular, we find an analytical 
expression for the kernel as function 
of frequency, which is a 
generalization of the kernel for the 
homogeneous electron gas proposed 
30 years ago by Kohn and 
Gross.[15] We show that strong 
electron-electron correlations lead 

 
Figure 2. a) The QMC and analytical fitting for the imaginary parts of 

the XC kernels at U=4t. b) Time-dependence of the conductivity in the 

case of YTiO3 excited by a 0.8fs homogeneous Gaussian laser pulse 

(field 𝐸0 = 0.1𝑒𝑉/𝐵𝑜ℎ𝑟). The results correspond to U=4eV and to 

different XC kernels. 

 

Fig.1 Scheme showing mechanis m 

of the inter-layer hole migration in 

MoS2-WS2 (see the text).  
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to an extra exponentially-decaying pre-factor in the Kohn-Gross kernel. The results for the exact numerical 
and analytically-fitted kernels are in a rather good agreement for different values of U (the case of U=4t is 
shown in Fig.2a), though the work on further improvement of the analytical formula for the kernel is in 
progress.  We applied the obtained kernel to study the time-dependent conductivity in the Mott insulator 
YTiO3 after the system was excited by an fs laser pulse. We find that a strong overlap of the charge orbitals 
may lead to beats in the time-dependent electric conductivity in YTiO3 (Fig.2b, the orbital overlap is 
quantified by a dimensionless parameter A). This feature can be tested experimentally and can help verify 
the quantitative details of the structure of the XC kernel used in our formulation. Finally, we generalized 
the TDDFT+DMFT formalism for application to nonlinear response. Currently, we are using this approach 
to analyze the nonlinear ultrafast response of several correlated materials: VO2, V2O3 and MnO.  

 

3. Nonhomogeneous ultrafast electrons dynamics in monoclinic VO2: application of 
TDDFT+DMFT 

 

We have applied the 

TDDFT+DMFT 

approach to examine the 

ultrafast spatially-

resolved breakdown of 

the insulating M1 phase 

in VO2. In particular, we 

examined the processes 

of nucleation and 

possible spinodal 

decomposition of the 

excited metallic and 

insulating domains. The 

electron-driven scenario 

of the insulator-to-metal 

transition (IMT) was considered, i.e. it was assumed that during the IMT the M1 lattice structure did not 

transform to the stable insulating rutile one, which is valid at times of order or below a few hundred 

femtoseconds. We find that the system is initially metallized preferentially along the vanadium-dimer CR 

axis, with subsequent growth of CR-elongated metallic bubbles.  This behavior is determined by a specific 

dimer-chain alignment of the vanadium atoms that mainly contributes electron charges to the ultrafast 

response (the M1 lattice structure and the DFT vanadium-atom d-orbital densities of states relevant to the 

dynamics are shown in Figs. 2a and 2b, respectively). We also find that the time-dependent bubble radius 

along CR axis is approximately 2.5 times larger than that perpendicular to it (for a qualitative picture, see 

Fig. 2c).  Further, even for such short times the dynamics of the system is significantly affected by memory 

effects - the time-resolved electron-electron interactions. We also analyze the implications of the 

nonhomogeneous femtosecond response for the general feature of the ultrafast charge response in VO2 [16-

18] and consequent monoclinic-to-rutile phase transformation.   
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Physical Analysis of the Bulk Photovoltaic Effect for Solar Harvesting Materials 
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Project Scope 

The primary goal of this program is to understand and design bulk photovoltaic effect (BPVE) 
materials. These materials are noncentrosymmetric, and they support a quantum ballistic light-
induced current. Greater understanding of this effect can allow for power generation in single, 
easily fabricated materials.  

In our previous DOE-supported work, we have identified the shift current mechanism as the 
origin of BPVE and have implemented accurate and efficient ab initio calculations of shift 
current [1-7]; however, further investigations are necessary to unlock the potential of shift 
current BPVE materials for future devices. The behavior of shift current in thin films and 
inhomogeneous samples, its modification due to applied external (electric, magnetic, and 
strain) fields, and its fundamental efficiency limits have all not been fully explored. 
Understanding of these issues is crucial for the discovery and engineering of PV devices that 
exceed the Shockley-Queisser limit, and are also of fundamental scientific interest. Despite a 
wide and growing set of known ferroelectric semiconductors, the materials design research into 
shift current has mainly been limited to perovskite oxides. There is therefore a need to study 
new types of ferroelectric semiconductors, including organic and hybrid materials, layered 2D 
materials, and topological materials for BPVE applications.  

We propose to build on these foundations by expanding our research along three distinct 
directions. 1) We will study new physics of shift currents by considering shift currents in 
previously unexplored contexts: magnetic effects, coherence effects, and its connection to 
band topology. 2) We will develop new methodologies for calculating shift current under 
realistic operating conditions. 3) we will consider new materials classes for shift current BPVE. 
These will include materials based on perovskite ferroelectrics, as well as those outside this 
material class, including two-dimensional materials and conjugated polymers.   

Recent Progress 

Below, we highlight progress made in the past award period. A more comprehensive 
publication list is appended at the end of this document. 

Material design of new shift current materials 

We have developed design principles for shift current materials, including the nanolayering and 
dimensional reduction, band gap manipulation, and wavefunction manipulation by cation 
selection. 

We find that nanolayering with Ni ions and O vacancies can enhance the BPVE in PbTiO3 by up 
to a factor of 43.  Our first-principles calculations show that this enhancement is driven by 
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Coulomb interactions. [1] In comparison, dimensional reduction 
results in larger BPVE response in the alkali-metal chalcogenides for a 
different reason. These materials have one-dimensional As-S or As Se 
chains which contribute the carrier transport, resulting in increased 
joint density of states near the band gap energy. We studied the 
BPVE response of the polar compounds LiAsS2, LiAsSe2, and NaAsSe2, 
and found that the magnitudes of the photovoltaic responses in the 
visible range for these compounds exceed the maximum response 
obtained for BiFeO3 by 10--20 times. In addition to the density of 
states enhancement, we find correlations between the high shift 

current response and the presence of p states at both the valence 
and conduction band edges, as well as the dispersion of these bands, 
while also showing that high polarization is not a requirement. [5] 

We studied band gap manipulation via a variety of techniques in 
perovskite materials. In the broadly explored BiFeO3, which has a 
large band gap, the shift current response is confined to energies 
greater than peak solar irradiation. We find that, in materials such as 
KBNNO and KNbO3, there is a comparable shift current with that of 
the but at a much lower photon energy. We assessed polarization 

rotation, Zn doping into KNbO3 combined with charge compensation at the A-sites, and the 
introduction of low-lying intermediate bands through Bi5+ substitution as guidelines to design 
materials with stronger BPVE performance than prototypical ferroelectric oxides. [3,8] These 
results show that band gap engineering using solid solutions is a viable strategy for increasing 
the power conversion efficiency of ferroelectric light absorbers. [10] 

We have also proposed a materials design strategy for high BPVE based on manipulation of 
wavefunction characters. We found that perovskite oxides with d10s0 cations lead to conduction 
bands composed of cation s orbitals and O p orbitals, which will enhance the BPVE response. 
Three materials were proposed:  PbNiO3, Mg1/2Zn1/2PbO3, and LiBiO3. They all have the LiNbO3 
structure and low band gaps, and their BPVE responses are dramatically enhanced by as much 
as an order of magnitude over previous materials, demonstrating the potential for high-
performing bulk photovoltaics. [2] 

Extension to shift current theory 

 Our work in the previous grant cycle has resulted in the discovery of new physical phenomena 
related to the shift current BPVE. We predict the linear bulk photovoltaic spin current in 
antiferromagnetic materials. [6] For example, Fe2O3 has antiferromagnetic ordering of the Fe 
ions, and the spin-up and spin-down sublattices are related by a glide plane. Thus, the charge 
current cancels, and pure spin current arises from these two sublattices under unpolarized light 
illumination. This effect does not depend on spin-orbit effects or require inversion symmetry 
breaking, distinguishing it from previously explored phenomena.  

Figure 1: By alloying polar 
KNbO3 and light-absorbing 
BaNiO2, this team developed 
single-phase materials that 
combine visible light absorption 
and strong inversion symmetry 
breaking. This material opens 
the door to a new class of 
semiconducting ferroelectrics as 
bulk photovoltaic effect light 
absorbers. [16] 
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In addition, we have made connections between the fields of BPVE and topological insulators 
by showing that materials close to a band inversion topological phase transition have enhanced 
shift current responses. [7] We find that the bulk photocurrent reverses direction across the 
band inversion transition, and that its magnitude is enhanced in the vicinity of the phase 
transition. These results are demonstrated with first principles DFT calculations of BiTeI and 
CsPbI3 under hydrostatic pressure, and explained with an analytical model, suggesting that this 
phenomenon remains robust across disparate material systems.     

Future Plans 

New physics of shift current 

In GaAs, the observed deflection of the photocurrent in a magnetic field in GaAs is not 
consistent with a purely shift current explanation. The ballistic current, which arises from 
inelastic scattering, has been advanced as a possible explanation for this phenomenon. While 
first-principles methodology has enabled the calculation of shift currents, no such theoretical 
framework for the calculation of ballistic photocurrents is presently available. To address these 
unexplained ballistic current experimental observations, we propose to develop a theoretical 
framework to enable the first-principles calculation of the ballistic photocurrent, and to place it 
on the same theoretical footing as the shift current.  In doing so, we will obtain a clearer picture 
of the following two alternatives: (i) Can the defect contribution to the ballistic current be 
simply understood as shift current in the presence of defects? (ii) Is an asymmetric carrier 
distribution necessary for the description of the ballistic current? 

Computing shift current under operating conditions 

To obtain a deeper understanding of shift current in real devices under operating conditions, 
we propose to develop a set of new methodological tools based on a real-space description of 
shift current. This will allow description of a number of issues germane to real devices, such as 
open-circuit voltages and efficiency limits, the effects of nanostructuring, and of spatial 
inhomogeneities. To address these challenges, we propose to use the Wannier function 
representation, which allows us to identify different spatial contributions to the shift current. 
This will further reveal structure-function relationships in inhomogeneous materials that will 
guide the design of new materials and enable optimization of their performance as potential 
solar cells. This Wannier approach will be supplemented by an explicit description of external 
electric fields and electrodes. The former will be treated by the Berry-phase approach in DFT, 
which has found success in describing dielectric and piezoelectric properties from first 
principles. We will treat electrodes explicitly by making use of the Green's function formalism of 
the shift current and the Landauer transport picture. We will apply this perturbation theory to 
the set of localized states of a nanoscale system, thereby obtaining its shift current. In this way, 
we can calculate the shift current from the Green's functions of a nanoscale system, modeled 
using an electrode/polar/electrode computational setup. 

New classes of materials for polar PV 

Building upon our earlier work on alkali-metal chalcogenides, we will continue our investigation 
into the shift current response of low dimensional materials. We propose to study 
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noncentrosymmetric single-layer TMD materials such as the hexagonal phases of MoS2, MoSe2, 
and WS2, as well as ferroelectric polymers. We expect the high density of states due to the 
reduction of dimension in these materials will enhance their BPVE performance. We will use 
these materials as building blocks of more complex structures such as heterogeneous stacks of 
TMDs, epitaxially strained TMDs, densely packed organic crystals, and functionalized polymer 
chains. The study of BPVE in these materials will help us understand the relationship between 
the structure and the shift current response from a more fundamental point of view, providing 
more explicit materials design principles for higher BPVE performance in polar materials.    
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Project Scope 
 
The overarching goal of this program is to significantly improve our description and 
understanding of electronic correlations and magnetic interactions in an ab initio 
many-body  framework. The design of new materials for clean energy requires us to 
overcome obstacles in the current theoretical approach so that we can describe the 
physical, chemical and electronic properties of materials with an accuracy 
comparable to experimental characterization and in large physically-relevant 
systems. A priority in this program is to develop and improve new theories and 
implement them in computer codes taking advantage of current high performance 
computers (HPC). Many relevant properties of correlated oxides, but also 
semiconductors, polymers, and magnets, are currently beyond the accuracy 
obtainable with the state-of-the-art approaches based on Density Functional Theory 
(DFT). Accordingly, we are following an alternative route using the highly-accurate 
Quantum Monte Carlo (QMC) and/or improved DFT approximations (e.g. for finite 
temperature). Since a significant fraction of the theoretical research in materials is 
currently based on DFT approximations, the results provided by our research will 
quantify the errors of these approximations. Since higher performance/high-
capacity computers are becoming available to a larger group of researchers, we are 
now providing an alternative Monte Carlo based approach to reach the required 
accuracy for energy applications.  
 
Examples of Recent Progress 

 

Transition-metal-oxide (TMO) interfaces and superlattices exhibit properties that are 

not present in either of the constituent materials [1,2]. Identifying the origin of such 

properties typically requires a combination of experiments and theoretical calculations. 

Predictive capability beyond the usual approximations of Density Functional Theory 

(DFT) is required because suitable parameter-free exchange-correlation potentials for 

TMOs have not so far been possible. 

 

Quantum Monte Carlo (QMC) solutions of the full many-electron problem in solids have 

become practical for bulk oxides and have provided unique values for defect formation 

energies  [3–5]. Applications of QMC to complex structures such as TMO interfaces and 

superlattices have until recently been hampered by computer limitations. As an example 

of the work performed by our team, we compare QMC calculations with extensive 

calculations of site-specific O-vacancy formation energies in a (LaFeO3)2/(SrFeO3) 

superlattice using a wide range of available exchange-correlation functions [local density 
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approximation (LDA) with and without generalized gradient corrections (GGA) plus a 

hybrid functional; and LDA and GGA supplemented by a Hubbard U (LDA+U, 

GGA+U)]  [6]. There is a large variation in the resulting O-vacancy formation energies at 

the four distinct O sites, making it impossible to reach a definitive conclusion about the 

relative stability of distinct O vacancies within DFT without experimental input. We also 

report Diffusion Monte Carlo (DMC)  [7] calculations for site-specific O-vacancy 

formation energies obtaining parameter-free values that allow a direct account of the 

experimental data. Further examination of the results shows that the various theoretical 

schemes result in different electron localization around the TM atoms compared with the 

DMC results. The net conclusion is that DMC calculations are now in position to make 

substantial contributions to understand the properties of complex-oxide structures.  
 

 

Figure 1. Formation energy of the oxygen vacancy calculated with DFT approximations and DMC under 

oxygen rich conditions for (a) SrFeO3 and (b) LaFeO3. (c) Schematic illustration of the oxygen vacancy in 

the FeO2 layers that are in the LaFeO3 (V1) and La0.5Sr0.5FeO3 (V2) units, in the LaO layer (V3) and in the 

SrO layer (V4) in the (LaFeO3)2/(SrFeO3) superlattice. (d) Formation energy for V1, V2, V3 and V4 under 

oxygen rich conditions for each vacancy. 

First Principles Calculations of Ordering Transitions in Alloys: Understanding phase 

transitions and specific heat in alloys is of fundamental importance in material science. 

[8-11] The design of new materials relies on the knowledge of the thermodynamic 

properties of the different phases. Due to the size of the configuration space, a standard 

method is to fit models (such as cluster expansion) to first principles DFT calculations for 

small, representative cells. The advances in available computational resources have made 

it possible to consider directly the order-disorder transition in solid solution alloys 
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without resorting to fitting to models or the need to resort to mean field theories. The 

performance of our real space, Locally Self-consistent Multiple Scattering code (LSMS) 

on DOE’s leadership computing facilities [12] has enabled us to conduct Monte-Carlo 

simulations, where each move’s energy calculations consist of a full first principles DFT 

result, thus the changes in the electronic state due to changes in the atomic order are 

naturally taken into account. We calculate the ordering transition from a high temperature 

disordered A2 phase to an ordered B2 phase in Cu0.5Zn0.5. The Wang-Landau Monte 

Carlo algorithm obtains the microcanonical entropy of the system for all energies in a 

pre-selected energy window and we record the atomic configurations that contribute to 

the Monte-Carlo walk to analyze the order parameters of the system. In our calculation of 

a 250 atom supercell with 600,000 samples with atoms on fixed lattice sites, we find the 

phase transition at 870K as compared to an experimental value of 750K. Yet the decay of 

the short-range order parameter above TC is in very good agreement with the 

experimentally observed results. [13] 

 

  
Figure 2: Short range order parameter in CuZn for the first four nearest-neighbor shells. 

 

 

Simulation of Spin-Orbit Coupling of Phonon and Magnon Dynamics: The 

simulation of magnetic devices requires an understanding of transfer of energy and torque 

between the crystal lattice and the magnetic subsystem. Thus the dynamic simulation has 

to take both the movement of the atoms and the magnetic moments into account. This 

requires a Hamiltonian that contains both the usual molecular dynamics terms of kinetic 

energy and the interatomic potential as well as a Heisenberg exchange term for the spin 

dynamics, where the exchange parameter depends on the atomic positions. This 

conventional approach can successfully describe the thermalization of a magnetic system 

that is coupled to a spin thermostat, but due to the symmetry of the Hamiltonian is unable 

to break collinear magnetic order when the thermostat is coupled to the lattice. We extend 

this model by including a local anisotropy term that accounts for the effects of spin-orbit 

coupling that couples the spin to the lattice movements. Thus the atomic movements will 

enable the breaking of the rotational spin symmetry of the Hamiltonian and we have 

demonstrated that this will allow the thermal equilibration of the magnetic moments by 

coupling to the atomic lattice. [14] 
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Figure 3: Thermal relaxation in combined molecular and spin dynamic simulation with spin-orbit local 

anisotropy term. The lattice subsystem is coupled to a heat bath at 800K. 
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Project scope 

The primary goal of our DOE BES Grant is to develop next generation theories for photon and 

electron spectroscopies, covering a broad spectrum from the visible to x-ray energies for 

materials throughout the periodic table. Over the years, our research has led to highly successful 

codes such as FEFF [1], which are used worldwide to interpret x-ray spectra from synchrotron x-

ray sources. One of the challenges in this effort is the need to understand excited states and 

correlation effects in complex materials. Our recent progress has focused on cumulant-based 

Green’s function methods [2] which go beyond the conventional GW and TDDFT approaches. In 

particular we have recently developed the particle-hole cumulant approach for inelastic losses in 

x-ray absorption (XAS) and photoemission spectra (XPS) [3]. We have also developed improved 

algorithms for GW/Bethe-Salpeter Equation (GW/BSE) calculations [4], and for treating 

correlation effects in d- and f-electron materials. These techniques have led to breakthroughs in 

quantitative treatments of inelastic losses, satellites, and other excited state properties. 

Recent progress 

Cumulant expansion methods: The cumulant expansion for the one-electron Green’s function 

was the main topic of our 2014 presentation, and has spurred considerable interest in the 

electronic structure community [2]. Our recent progress has extended this effort in several 

respects [3]. Briefly, this powerful many-body approach is based on an exponential 

representation of the Green's function in the time-domain G(t)=G0(t)eC(t), and is advantageous 

compared to the conventional Dyson equation G=G0+𝐺0𝛴𝐺. Here G0(t) is the independent 

particle Green’s function, Σ is the one-electron self-energy, and many-body effects are embedded 

in the cumulant C(t) = ∫ βk(ω) (eiωt-iωt-1) /ω2  dω . The kernel βk(ω)=|Im Σk (ω+εk)| can be 

obtained from the GW approximation for the self-energy  Σ=iGW which reflects the dominant  

excitations in the system. One of the key signatures of many-body correlation effects is the 

satellite structure in the one-electron spectral function Ak(ω) =  (1/π) |Im Gk(ω)|,  which can be 

directly measured in XPS. Many body interactions generally replace the sharply defined one-

particle states k, for which Ak(ω) = δ(ω-εk), by a broadened quasi-particle peak and a series of  

satellites.   While the GW approximation gives good quasi-particle properties, it usually gives a 

poor approximation for the satellites.  Remarkably, the cumulant approach builds in dynamic 

vertex corrections, and gives a good description of both the quasi-particle peak and the multiple-

satellite structure in Ak(ω), consistent with experiment. Nevertheless, the physics of x-ray 

257

mailto:jjr@uw.edu


absorption spectra (XAS) involves particle-hole excitations, for which the one-particle cumulant 

approach is inadequate.  

Particle-hole Cumulant Approach for Inelastic Losses: Physically the satellites in x-ray spectra 

arise from the excitations of the system due to the sudden creation of a core-hole and a 

photoelectron. These losses are dominated by plasmons and particle-hole excitations, i.e., neutral 

bosonic excitations, which can be treated on a common footing within the quasi-boson 

approximation of Hedin. Phonon contributions to the cumulant expansion can be treated 

similarly.  Physically the excitation energies correspond 

to peaks in the electron energy loss function L(ω)=(1/π) 

|Im ε -1(ω)| . Three types of losses can be distinguished: 

intrinsic losses from excitations due to the sudden 

creation of a core-hole (c); extrinsic losses due to 

excitations by the propagating photoelectron (k); and 

additionally, interference terms between these processes 

that reduce the losses.  A proper description of these 

properties requires a particle-hole Green’s function GK 

analogous to the BSE, where K=(c,k) labels an excited 

core state. Again the formalism simplifies with a time-

dependent formalism, and our generalization introduces 

a particle-hole cumulant CK(t), for which  𝐺𝐾(𝑡) =

𝐺𝐾0(𝑡)𝑒𝐶𝐾(𝑡). The approach yields a total spectral 

function AK(ω) (see Fig. 1) but with the kernel  βk(ω) 

replaced by a renormalized excitation amplitude γK(ω). 

Explicit calculations of γK(ω) are then carried out by 

partitioning the excitations  into extrinsic, intrinsic, and 

interference terms 𝛾𝐾 =  𝛾𝑐 + 𝛾𝑘 +  𝛾𝑐𝑘, so that 𝐶𝐾 =

𝐶𝑐 + 𝐶𝑘 + 𝐶𝑐𝑘. As a consequence, inelastic losses in 

XPS and XAS can be calculated (Fig. 2) in terms of a 

convolution μ(ω)= ∫ AK(ω’) μ0(ω-ω’) dω’ of the quasi-

particle spectrum μ0(ω) and AK(ω). This can be 

implemented ex post facto with various treatments of 

μ0(ω). A key advance made possible by this development is an improved treatment of the various 

many-body amplitude reduction effects in x-ray spectra due to inelastic losses [3]. Heretofore 

these effects, which are typically of order 10-20% of the quasi-particle strength, have either been 

neglected or approximated by smooth background factors, leading to semi-quantitative accuracy 

in theoretical simulations. Of the three types of losses, the intrinsic losses are treated using the 

hole-cumulant Cc, which is calculated using a real-time, time-dependent density functional 

(TDDFT) approach.   The corresponding excitation spectrum βc(ω) is given by the Fourier 

transform of the transient, oscillatory, response of the charge density fluctuations due to the 

suddenly created  core-hole.  Remarkably, this approach can also account for the strong charge-

Fig. 1: CeO2 spectral function (red) 

with quasiparticle (green filled) and 

satellite (blue filled) contributions [3].  

Fig. 2: Ce L3 XAS of CeO2:  note that 

the near edge is dominated by intrinsic 

excitations, but that interference effects 

are also important [3]. 
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transfer excitations in some correlated d- and f- electron systems. This development illustrates 

the advantages of real-time approaches for calculations of both excited states and spectra.   In 

contrast, the extrinsic losses are calculated using the electron cumulant Ck with a kernel βk(ω) 

obtained with the GW approximation. Finally the interference terms Cck are of critical 

importance. They are opposite in sign to the extrinsic and intrinsic contributions and reduce the 

satellites while transferring spectral weight back to the quasi-particle peak; if neglected the 

calculated inelastic losses would be much too strong. While their calculation is technically 

difficult depending on both local and extended contributions, we have developed reasonable 

approximations.  

Improved treatments of core level x-ray spectra:  We have also made significant advances in 

improving our codes.  In particular we have extended our core-level GW/BSE code OCEAN for 

more efficient calculations of a variety of core-spectra in large systems, including XAS, XES, 

and both non-resonant and resonant inelastic x-ray scattering spectra [4]. The calculations use a 

basis of particle-hole states taken from DFT (e.g., ABINIT or QuantumEspresso), coupled with 

the NIST Bethe-Salpeter equation solver (NBSE). Our new implementation includes 

improvements in efficiency and parallelization, yielding about a ten-fold increase in calculable 

system size, up to several thousand atoms. We have also extended the real-space Green’s 

function (RSGF) approach in FEFF to include Hubbard model corrections in d- and f-electron 

systems. 

Future Plans  

    We plan to continue our development of next generation theoretical methods and their 

implementation in our spectroscopy codes, FEFF, OCEAN and RTXAS.  Work is currently in 

progress to extend the cumulant approach to include self-consistency and off diagonal 

contributions, with applications to a variety of materials. Our efforts will include extensions 

of the retarded cumulant method to include finite temperature corrections; the 

investigation of various approximations to the screened coulomb interaction and their 

effects on total energies;   and the development of a unified description of intrinsic, 

extrinsic and interference effects. In addition, we plan to continue the development of our 

real-space multiple scattering code FEFF and its interface to our other codes, focusing on 

improved treatments of many-body excitations with Green’s function techniques such as 

the cumulant methods and Hubbard-I corrections.  Our aim is to develop a simultaneous 

treatment of both localized and extended electronic states, to obtain an improved 

treatment of excited states and spectra. 
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Project Scope 
       The overall goal of this project is to understand and develop a theoretical description of the physics 

of the correlated oxides and their interfaces and the emerging phenomena in these systems. During the 

past two years, we have studied two main topics within this broad area of research, viz., (i) The 

percolative Mott metal-insulator transition (MIT), ubiquitous in the correlated oxides and (ii) The control 

of the Rashba effect in the spin-orbit coupled systems, including oxide surfaces. In addition, we have 

studied the consequences of strong spin-orbit coupling such as the origin of the Dzyaloshinskii-Moriya 

interaction in MnSi, the prototypical material for the skyrmion spin ordered state.  

 

Recent Progress 
1) Percolative Metal-Insulator Transition in the Oxides – The Mott metal-insulator transition (MIT) is 

a ubiquitous phenomenon in the correlated electron systems and has been observed in many perovskite 

materials such as LaMnO3, LaTiO3, etc. The Mott transition comes in two varieties, viz., band-width 

driven, where the MIT occurs as the relative strength of the band-width as compared to the Coulomb 

repulsion (W/ U) is changed, for example, by applying pressure, and the second one, the dopant driven, 

where addition of carriers to a half-filled band leads to the transition. Theoretically, Mott insulators exist 

only at half filling; addition of a single carrier would turn the system into a metallic state (Nagaoka 

Theorem). However, in many oxide systems, the transition has been observed to occur only when the 

carrier concentration exceeds a significant, non-zero critical value. Even when the carrier concentration is 

fixed at half filling, changing the band-width does not simply produce a transition from a single-phase 

metallic to an insulating state, as the Hubbard model would suggest, but rather, a phase separation can 

occur due to the presence of additional interactions such as the Jahn-Teller interaction. With increasing 

bandwidth with external pressure, a mixed-phase state may be produced consisting of intermixed metallic 

and insulating puddles and the system would then conduct if the volume of the metallic region exceeds 

the percolation threshold. Similarly also, the doping-driven MIT may also be percolative depending on 

the energetics of the system. For example, the standard Hubbard model has been shown to exhibit phase 

separation as carrier concentration is changed from half filling. The goal of this work is to understand the 

Mott metal-insulator transition observed in the correlated oxide materials and connect our theory work to 

the experimental results in the literature. The results presented below are for the pressure-induced, band-

width driven MIT taking LaMnO3 (LMO) as the example. 

          Percolative MIT in LMO -- We showed that the pressure-induced metal-insulator transition  (MIT) 

in LaMnO3 is fundamentally different from the Mott-Hubbard transition and is percolative in nature, with 

the measured resistivity obeying the percolation scaling laws. In this work, we solved a model 

Hamiltonian which included the electron kinetic energy, as well as both Coulomb and Jahn-Teller 

interactions using the Gutzwiller variational method to treat the correlation effects. We found two main 

results: First, the MIT is driven by a competition between electronic correlation and the electron-lattice 
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interaction, an issue that has 

been long debated in the 

literature, and, Second, that the 

calculated energy as a function 

of volume indicated via the 

Maxwell construction, the 

formation of a mixed or 

inhomogeneous phase of 

interspersed insulating and 

metallic regions close to the 

MIT, consisting, respectively, 

of Jahn-Teller distorted and 

undistorted octahedra (Fig 1). The existence of the mixed phase 

means that conduction occurs by percolation and the MIT occurs 

when the metallic volume fraction, steadily increasing with 

pressure, exceeds the well-known percolation threshold vc = 0.29. 

Our experimental collaborators (Baldini and coworkers) confirmed 

the theoretical predictions by measuring the high-pressure resistivity 

close to the MIT, which, quite remarkably, followed the well-

known percolation scaling laws, and, in addition, the temperature 

dependence followed the Efros-Shklovskii variable-range hopping 

behavior, expected for granular 

materials. Our work established 

the percolative nature of the MIT in LMO. More details may be found 

in Refs. 1 and 2.  

             

2) Rashba Effect in the perovskite oxides  

(a) Oxide Surfaces -- We studied the Rashba effect at the oxide surfaces 

and the 2D material, Black Phosphorous to illustrate the possibility of 

an anisotropic Rashba effect. The Rashba effect describes the 

momentum dependent spin splitting of the electron states at surfaces, 

commonly described by the Hamiltonian HR R(ky x  kx y ) , and is 

the combined result of the spin-orbit interaction and the inversion-

symmetry breaking. Control of the Rashba effect by an applied electric 

field is at the heart of a class of proposed spintronics devices for 

manipulating the electron spin and as such the effect has been well 

studied for semiconductors. Polar oxides are expected to have a much 

larger Rashba effect owing to the presence of high Z elements and a 

two-dimensional electron gas (2DEG) formed by the polar catastrophe 

at the surface. In our earlier work (Ref. 3), we studied the Rashba effect 

for the oxide surfaces, taking the specific example of KTaO3 (KTO) 

using density-functional theory (DFT), and showed that the Rashba 

effect is quite strong and can be tuned by an applied electric field, using 

Fig. 1: Top, Energy as a function of 

volume computed for LMO, 

indicating regions of JT distorted 

and undistorted octahedra and the 

coexistence of a mixed phase 

(shadow region). Percolative 

conduction is predicted to begin, 

when the metallic fraction exceeds 

the percolation threshold, vc = 0.29. 

The middle figure shows the 

experimental confirmation of the 

predicted results. The bottom figure 

shows the calculated phase diagram 

[From Refs. 1 and 2]. 

 

Fig. 2: Confirmation of the mixed 

phase in LMO: Top, Measured 

resistance close to the MIT (red 

dots) and the percolation scaling 

laws (full line). The temperature 

dependence (bottom) follows the 

Efros-Shklovskii variable range 

hopping behavior [From Ref. 1]. 

262



it to draw the 2DEG out to the surface or push it 

deeper into the bulk, thereby controlling the surface-

sensitive phenomenon.  

          Analytical results obtained with a tight-binding 

model (Ref. 5) unraveled the interplay between the 

various factors affecting the Rashba effect such as the 

strengths of the spin-orbit interaction and the surface-

induced asymmetry. From the tight-binding model, 

we derived the expressions for the Rashba 

coefficients in both limits of weak and strong SOI by 

using the perturbative Löwdin downfolding of the full 

tight-binding Hamiltonian. The d electron systems 

offer a rich system for manipulating the Rashba 

effect, not only because the magnitude of the effect 

can be strong owing to the large atomic numbers Z 

(Fig. 4), but also because the orbital characters and their 

energies are sensitive to external forces such as strain, which 

can be used for tailoring the effect. 

 

 (b) Anisotropic Rashba effect – The newly discovered, 

graphene-inspired 2D materials such as BP offer a platform for 

studying the anisotropic Rashba effect; the anisotropy gives a 

novel twist to the Rashba 

effect and could have 

important consequences in 

spintronics applications as 

well. From DFT 

calculations of BP, we 

proposed the anisotropic 

Rashba effect (Fig. 5), 

which may be quite 

common in solids, occurring 

whenever there is a strong 

band mass anisotropy. We 

developed an expression for the magnitude of the anisotropic effect. 

Details are given in Ref. 4. 

 

3) Other Works: Other notable works in the past two years where the 

spin-orbit interaction plays a central role consisted of (i) The origin of 

the Dzyaloshinskii-Moriya interaction in MnSi, a prototypical 

material for the observation of the skyrmion state (Ref. 7) and (ii) The 

study of the RKKY interactions in the spin-polarized electron gas 

(Ref. 8). 

Fig. 4: A pedagogical figure, showing 

the Z2 dependence of the spin-orbit 

coupling for the outermost (valence) 

electrons in the solid (indicated by 

shaded area). The hydrogenic, text-book 

Z4 dependence is obeyed only if we stay 

within a particular series such as 2p. 

[From Ref. 4]. 

Fig. 5: Momentum-dependent 

spin splitting of the conduction 

bands in Black Phosphorous 

showing the Rashba effect (top) 

and its anisotropy (bottom) 

[From Ref. 4]. 

Fig. 3: The 2DEG at the KTO surface and its 

manipulation by an electric field as obtained from 

DFT, leading to the field tuning of the surface-

sensitive Rashba effect [From Ref. 3]. 
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Future Plans 

1) Spin-Orbit Entangled Mott Insulators in the 5d Oxides : There is considerable current interest on the 

physics of 5d materials owing to the presence of both strong spin-orbit and Coulomb interactions, which 

leads to the novel Mott-Hubbard physics, where the strong spin-orbit coupling plays an essential role in the 

formation of the Mott insulating state. Examples are the Iridates such as Sr2IrO3, where the strong SOI splits 

the 5d-derived t2g states into spin-orbit entangled Jeff = 3/2 and 1/2 states. The Hubbard U term further splits 

the spin-orbit entangled Jeff = ½ state into a lower and an upper Hubbard band, producing thereby a Mott 

insulator. In this project, we will study the electronic structure of the 5d systems using the Gutzwiller as 

well as density-functional methods. Of particular interest is the development of spin-rotational invariant 

methods for the simultaneous treatment of the spin-orbit and Coulomb interactions. 

 

2) Doped Mott Insulators: The doping of the Mott insulators within the Hubbard model has been actively 

studied by a variety of techniques. However, largely unexplored are models that include important 

interactions relevant to a large number of oxides such as the Jahn-Teller coupling, even though the doped 

Mott insulators have been experimentally studied for a long time. We have gained considerable insight by 

studying the band-width controlled metal-insulator transition in LaMnO3 as was already described above. In 

this project, we will study the doping-driven Mott metal-insulator transition in the oxides such as LaTiO3. 

Although metallic conduction is expected as soon as dopants are introduced in the half-filled Mott 

insulating state (Nagaoka Theorem), experiments show otherwise, viz., that the insulating state continues 

until a critical amount of doping (xc ~ 0.05 – 0.25) is introduced into the system. Our work will result in a 

deeper understanding of the dopant-driven Mott transitions in solids.  
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Inhomogeneity-driven colossal magneto-resistance in compressed LaMnO3, Proc. Natl. Acad. Sciences 112, 
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Quantum Monte Carlo Studies of Multiband Hubbard Models 
 
Principal Investigator: Professor Richard Scalettar 
Department of Physics, University of California, Davis 
Davis, CA 95616 
scalettar@physics.ucdavis.edu 
 
 

Project Scope 
  
This project involves exploring the physics of multiband Hubbard models and, in addition 
to that global goal, has three more specific objectives: (i) the exploration of how electrons 
behave at the interface between different materials, for example, how magnetism in one 
might penetrate into another;  (ii)  the development of an understanding of the “Knight 
shift anomaly,” a phenomenon which occurs at low temperatures in a class of solids known 
as heavy fermion materials, in which the response of the electrons to the nuclear spin is no 
longer proportional to the magnetic susceptibility; and (iii)  the study of solids 
represented by “depleted lattices” in which a regular array of sites is removed. 
 

Recent Progress 
 
Below are highlights of progress in the last year.  A publication list follows. 
 
Superconductivity and Nematic Fluctuations - In contrast to bulk FeSe, which exhibits 
nematic order and low temperature superconductivity, in atomic layers of FeSe the 
situation is reversed, with high temperature superconductivity appearing along with 
suppression of  nematic order.  To investigate this phenomenon, the PI studied, in 
collaboration with Philipp Dumitrescu, Maksym Serbyn, and Ashvin Vishwinath of UC 
Berkeley, a minimal electronic model of FeSe, with interactions that enhance nematic 
fluctuations.  We developed a determinant quantum Monte Carlo algorithm with parallel 
tempering, which proved to be an efficient source of global updates and allowed us to 
access the region of strong interactions. Over a wide range of intermediate couplings, we 
observed superconductivity with an extended s-wave order parameter, along with 
enhanced, but short ranged, q=(0,0) ferro-nematic order. 
 
Magnetism on Quasicrystalline Lattices- 
The Periodic Anderson Model (PAM) is widely studied to understand strong correlation 
physics and especially the competition of antiferromagnetism and singlet formation. 
Together with an undergraduate and graduate student, the PI extended QMC work on 
lattices with uniform numbers of neighbors to geometries in which the conduction 
electron sites can have variable coordination z. This situation is relevant both to recently 
discovered magnetic quasicrystals and also to magnetism in doped heavy fermion systems. 
Our key results are the presence of antiferromagnetic order at weak interorbital 
hybridization Vfd, and a delay in singlet formation to larger values of Vfd on sites with 
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larger z. The staggered magnetization tends to be larger on sites with higher z, providing 
insight into the behavior to be expected in crown, dice, and CaVO lattices. 
 
Nuclear Magnetic Resonance Relaxation Rates at a QCP - Heavy fermion systems, and 
other strongly correlated electron materials, often exhibit a competition between 
antiferromagnetic (AF) and singlet ground states.  Using exact Quantum Monte Carlo 
(QMC) simulations, the PI examined, with a visiting graduate student from Brazil and his 
supervisors, the effect of impurities in the vicinity of such AF-singlet quantum critical 
points (QCP), through an appropriately defined `”impurity susceptibility.” Our key finding 
was a connection, within a single calculational framework, between AF domains induced 
on the singlet side of the transition, and the behavior of the nuclear magnetic resonance 
(NMR) relaxation rate 1/T1.  We showed that local NMR measurements provide a 
diagnostic for the location of the QCP which agrees remarkably well with the vanishing of 
the AF order parameter and large values of the impurity susceptibility.  We connected our 
results with experiments on Cd-doped CeCoIn$_5$. 
 
Ferromagnetism on a Depleted (Lieb) Lattice- The noninteracting electronic structures 
of tight binding models on bipartite lattices with unequal numbers of sites in the two 
sublattices have a number of unique features, including the presence of spatially localized 
eigenstates and flat bands.  When a uniform on-site Hubbard interaction $U$ is turned on, 
Lieb proved rigorously that at half filling the ground state has a non-zero spin.  The PI, 
with the same Brazilian group as above, used exact Determinant Quantum Monte Carlo 
simulations to quantify the nature of magnetic order on such a lattice, as well as the 
projected density of states, and the compressibility.  We determined the conditions under 
which the system is metallic or a ferromagnetic insulator. 
 

 
Caption: Spatial dependence of spin-spin correlation functions  in the Lieb lattice geometry. 
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Future Plans 
 
Our immediate plans are to extend the above work in two ways:  First, we will study 
itinerant electron models of disodered heavy fermions rather than their strong coupling 
(spin) limit.  Second, we will collaborate with Prof. Curro's NMR group to model directly 
their data on the extent of AF regions and the effect of disorder on NMR spectra. 
 
 
Publications 
1. Superconductivity and Nematic Fluctuations in a model of FeSe monolayers: A 
Determinant Quantum Monte Carlo Study, P.T. Dumitrescu, M. Serbyn, R.T.  Scalettar, and 
A. Vishwanath, Phys. Rev. B, to appear. 
2. Magnetic Correlations in a Periodic Anderson Model with Non-Uniform Conduction 
Electron Coordination, N. Hartman, W.-T. Chiu, and R.T. Scalettar, Phys. Rev. B93, 235143 
(2016). 
3. Impurities near an Antiferromagnetic-Singlet Quantum Critical Point, T. Mendes, N. 
Costa, G. Batrouni, N. Curro, R.R. dos Sandos, T. Paiva, and R.T. Scalettar, Phys. Rev. Lett., 
submitted. 
4. Ferromagnetism beyond Lieb's theorem, N.C. Costa, T. Mendes-Santos, T. Paiva, R.R. dos 
Santos, and R.T. Scalettar, Phys. Rev. B, submitted. 
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STRONGLY CORRELATED ELECTRONS 
 

Principal investigator:  Pedro Schlottmann 

Department of Physics, Florida State University, Tallahassee, FL 32306 

schlottmann@physics.fsu.edu 

 

Project Scope 
 

The research in this program is on aspects of heavy fermions, quantum criticality, magnetism and 

topological Kondo insulators.  Here I briefly report on three projects.  (1)  A renormalization group 

(RG) study of a two pocket model that opens the possibility to a superconducting dome around the 

QCP in quantum critical heavy fermion systems. This requires the transfer of pairs of electrons 

between the pockets and commensurability of the nesting vector with the lattice. (2) In the case of 

incommensurate nesting, commensurate and incommensurate spin-density waves appear close to 

the QCP of heavy fermions, but no superconductivity. (3) SmB6 is a strong topological Kondo 

insulator.  Recent studies confirmed this for the electrical conductivity below 5 K. We have studied 

the Landau quantization and spin-momentum locking for the states in the Dirac cones.  

 

Recent Progress 
 

(1)  Quantum criticality of heavy fermions 
The nesting of the Fermi surfaces of an electron and a hole pocket separated by a nesting vector Q 

and the interaction between electrons gives rise to itinerant AFM. The order is gradually 

suppressed by mismatching the nesting and a quantum critical point (QCP) is obtained as TN  0.   
Properties of the QCP have been studied within the Hertz-Millis-Moriya theory, in which 

all the fermionic degrees of freedom are eliminated at the expense of bosonic fields (spinwaves) 

[1]. They can alternatively be treated within a renormalization group (RG) approach of the 

fermionic Hamiltonian.  We had proposed a fermionic nested two-pocket model (Schlottmann, 

Phys. Rev. B 59, 12379 (1999) and 68, 125105 (2003)), that reproduces many of the non-Fermi 

liquid (NFL) properties, namely, the mass enhancement, logarithmic dependence of the specific 

heat, T-linear dependence of the resistivity, the linewidth of the quasi-particles, the crossover from 

Fermi liquid to NFL as a function of T and a tuning parameter δ (mismatch of the Fermi surfaces), 

and the amplitude of the de Haas-van Alphen oscillation through a modified Lifshitz-Kosevich 

expression.   

The above two-pocket model has been extended to include electronic Umklapp processes, 

i.e. two-electron transfers between pockets. In the case the vector Q is commensurate with the 

lattice (Umklapp with Q = G/2) a superconducting dome above the QCP may arise without 

destroying the NFL properties in the specific heat and the linewidth of the quasi-particles, i.e. the 

electrical resistivity [2]. A schematic of the phase diagram and the T and δ dependence of the 

specific heat are shown in Fig. 1. The extended model is similar to the one studied by Chubukov 

(Physica C 469, 640 (2009)) for a 2D Fermi surface in the context of the Fe pnictides.  

 The stable superconducting phase is S+, which for the proper choice of model parameters 

gives rise to a superconducting dome above the QCP.  It is necessary to assume that the pair 

transfer amplitude decreases with the Fermi surface mismatch between the two pockets. Since the 

SDW order and S+ compete for the same portion of the Fermi surface, the dome is split into two 
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regions, one is purely S+ and in the other one SDW coexists with superconductivity (see right panel 

of Fig. 1), in agreement with NMR experiments for CeIn3, CeCu2(Si0.98Ge0.02)2 and CeRhIn5.  

 

  
 

 

 

 

 

 

 

 

(2)  Commensurate and incommensurate spin-density waves 
In the case where the vector Q is not commensurate with the lattice the analysis of the extended 

two-pocket model is more complicated.  There are now eight phases that need to be considered, 

namely, commensurate and incommensurate spin and charge density waves and four supercon-

ductivity phases, two of them with modulated order parameter of the Fulde-Ferrell-Larkin-

Ovchinnikov (FFLO) type.  In contrast to FFLO here the modulation is not with the magnetic field 

but with the parameter α=|Q-G/2|. The implementation of the renormalization group technique is 

 

 

 

 

 

 

 

 
  

Fig.1 Left panel: Schematic phase diagram showing the SDW, the S+ superconducting (starting at δs) and the 

possible coexistence of the phases. The dashed lines are the extrapolations of (a) the SDW boundary into the 

mixed phase (ending at δ0 at T=0) and (b) the S+ phase into the AF phase, respectively. The SDW and S+ phases 

compete for the same portion of the Fermi surface. The NFL and FL regimes are also indicated. Right panel: 

C/T as a function of ln(T) for various values of δ and a Hubbard-like interaction with the S+ phase suppressed. 

At intermediate T, C/T follows a logarithmic dependence and saturates at very low T. The crossover from NFL 

to FL as T is reduced depends on the value of δ > δ0. The estimated crossover temperature is denoted T* and 

shown in the inset, together with the Néel temperature, TN. The QCP is at δ = δ0 for T=0. 

Fig.2: Inverse of the density correlation functions and superconductivity normalized to their value at ω0=0.1. 

Left panel (a): Incommensurate SDW, middle panel (b): Commensurate SDW for δ0 = 0.17, D=10, and 

v0=u0=pa0=pb0=0.12. The subindex 0 indicates the initial value of the interaction before renormalization. The 

QCP is at δ0 = 0.155 and α=0. The different curves correspond to different values of α.  Re-entrant long-range 

SDW order is induced in the range 0.042 < α < 0.083, where both the commensurate and incommensurate SDW 

responses diverge. Right panel (c): Superconductivity (w0 = 0.7 and pc0 =0.12) is strongly suppressed by α and 

only can occur if α<Tc~0, where Tc is the superconducting transition temperature for α=0. All superconductivity 

correlation functions remain finite for α > Tc.  Different correlation functions have to be used for α = 0 because 

the FFLO phases cannot be realized (all phases are homogeneous). The S+ correlation for α=0 yields 

superconductivity at low T and gives rise to a superconducting dome around the QCP. 
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more complicated in this case and requires a numerical integration of the differential equations, 

especially for the susceptibilities corresponding to the eight forms of order [8].  

The phase diagram has been studied as a function of the mismatch of the Fermi surfaces 

and the magnitude of α. For repulsive interactions the responses to charge-density waves are 

always finite and CDWs (either commensurate or incommensurate) are not favored.  On the other 

hand, commensurate and incommensurate spin-density waves can be induced by increasing α, 

giving rise to a re-entrant phase (see Fig. 2).  Both SDW order parameters are driven by the same 

set of diverging vertices. The phase diagram also shows a Fermi liquid and a non-Fermi liquid 

phase. A finite value of the parameter α, on the other hand, quenches all forms of superconducting 

order.  

 

(3) The strong topological Kondo insulator SmB6  
SmB6 has been predicted to be a strong topological Kondo insulator (TKI) and experimentally it 

has been confirmed that for temperatures below 4 K the electrical conductivity only takes place at 

the surfaces of the crystal. The indirect semiconductor gap of about 54 K freezes out all the 

conducting states at low T.  However, the static susceptibility, the 16 meV magnetic excitation 

intensity measured by inelastic neutron scattering, the intensity of the Raman transition and the 

NMR relaxation rate display temperature dependences up to an energy scale of 20 to 30 K, which 

are then clearly not related to the appearance of the topological surface states. These features have 

been attributed to magnetic exciton bound states proposed by Riseborough [Phys. Rev. B 68, 

235213 (2003)]. The ``in-gap'' bulk states do not contribute to the electrical conductivity but to the 

magnetic properties. There are then two energy scales, one related to the bulk and one associated 

to the surface states (see Fig.3).  

 

 
Quantum oscillations and ARPES measurements revealed several Dirac cones on the (001) 

and (101) surfaces of the crystal. We considered four models for surface Dirac cones (related to 

the standard Dirac dispersion, weak and strong Kondo topological insulators) with an additional 

parabolic dispersion and studied the Landau quantization and the expectation value of the spin of 

the electrons [11]. The Landau quantization is quite similar in all four cases and would give rise 

to similar de Haas-van Alphen oscillations. The spin-momentum locking, on the other hand, differs 

dramatically. Without the additional parabolic dispersion the spins are locked in the plane of the 

surface. The parabolic dispersion, however, produces a gradual canting of the spins out of the 

surface plane.  

Fig.3: The contribution of the `in-gap’ 

state to the susceptibility (Δχ) (solid 

circles), the T-dependence of the 16 

meV magnetic excitation intensity 

measured by inelastic neutron scattering 

IN (open squares), and the intensity of the 

Raman transition IR (open triangles) 

compared to electrical conductivity data 

(open small circles). While the surface 

states contributing to the conductivity 

are active below 4 K, the `in-gap’ states 

are formed at much higher T. (Figure 

adapted from Alekseev et al, Physica B 

186-188, 384 (1993)) [4].  
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The NMR Korringa relaxation and Knight shift of 11B nuclei in the topological Kondo 

insulator SmB6 have been discussed. A relaxation into the topological surface states is only 

possible in the extreme dirty limit. In a strong magnetic field the clean 2D electron gas has a 

discrete energy spectrum as a consequence of the Landau quantization. For the more realistic case 

of a surface with a low concentration of defects (dirty limit) the scattering of the electrons leads to 

a broadening of the Landau levels and hence to a finite density of states.  We also explored the 

possibility of microwave transitions among the surface states.  This experiment is presently being 

carried out at the Magnetlab. 

 

Future Plans 

 

 To extend the study of pre-critical fluctuations to the quantum critical point in heavy fermion 

systems considering the Anderson lattice, i.e. two hybridized bands.  

 Further study of the magnetic properties of the topological Kondo insulator SmB6.  

 Quantum criticality in ferromagnetic Kondo systems has recently been observed in Yb based 

compounds. I plan to investigate the quantum criticality of the Kondo lattice with 

ferromagnetic Heisenberg exchange using field-theoretical and RG techniques.  

 To continue the study of a boson and fermion mixture confined to a 1D trap interacting via a 

repulsive δ-function potential.  

 To continue providing theoretical support to experimental groups through collaborations. 
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Theoretical Studies in Very Strongly Correlated Matter  

PI: Sriram Shastry 
Physics Department, University of California Santa Cruz,  

sriram@physics.ucsc.edu 

Project Renewal Date: September 1, 2016  

Project Scope:  

The proposal relates to developing a reliable methodology for calculating  various physical 

properties of models with very strong interactions, where the familiar Feynman-Dyson 

perturbation theory fails. These include the t-J model and the large U Hubbard and Anderson 

models. Existing reliable  techniques for these problems- such as the Dynamical Mean Field 

Theory-[G1] are largely numerical, and work in high dimensions.   A new analytical framework 

for this demanding many-body problem has been proposed by the PI in 2011 [P-1], applicable in 

general dimensions and with general coupling constants. The project aims at establishing 

practical and controlled calculational schemes based on this approach, and applying them to 

unravel the physics of important strongly correlated problems, including High Tc 

superconductors. The schemes that have emerged have recently been tested quantitatively against 

DMFT in high dimensions, paving the way for applications to the physically interesting case of 

low dimensions. 

The proposal also focusses on different transport quantities of interest in strongly correlated 

matter, including the longitudinal and Hall conductivity and the thermopower,  both in the static 

limit and  at finite frequencies.  We propose extension of the  high T expansion from 

thermodynamic variables, to dynamical variables such as the Greens functions and the optical 

conductivity  by developing appropriate rules for symbolic programming to high orders 

The proposal contains  projects pertaining to important issues in quantum integrable systems,  in 

providing theoretical models and calculations  in frustrated magnetic systems such as TmB4  

relating to recent experiments [P-2]. 

Recent Progress:  

Large U Anderson Impurity Model  and DMFT comparison and a rescaled scheme 

The general formalism developed by the PI is called the extremely correlated Fermi liquid theory 

(ECFL). Here one of the main methods for calculation involves a systematic expansion in a 

parameter  λ. This parameter is the Fermionic analogue of the inverse spin 1/(2S) in theories of 

quantum magnetism, where one expands the objects of interest, involving  quantum spins, in 

terms of Bosons representing spin waves. The classical limit  spins S → ∞ parallels the limit of 

free (un-projected)  Fermions at λ=0, while the extreme quantum limit of S → 1/2 is analogous 

to Gutzwiller projected electrons [P-3] having λ=1. In recent works [P-4, P-5] (reported earlier), 

the PI and collaborators  have compared the results from a systematic O(λ2) expansion of the 

ECFL theory with the numerically exact solution of the Anderson impurity problem (using the 

Wilson numerical renormalization group) and the U=∞ Hubbard model using DMFT. The 

comparison is overall impressive since detailed features characteristic of strong correlations, 
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such as the lower Hubbard band and the particle hole asymmetry, are captured by the theory very 

well.  It is also unexpected as well as impressive, that a low (second) order expansion already 

captures many interesting features of a very sophisticated numerical theory.  The main problem 

with this version of ECFL is  that the computed quasiparticle weight Z is too large  as (the 

particle density) n→ 1, and therefore the spectral functions agree with the exact results only if 

we scale the frequencies with Z.   

Very recently the PI and Perepelitsky have presented a method [P-6], termed the rescaled 

scheme, for overcoming the difficulty with the  magnitude of Z.  The resolution of the problem, 

through a high energy cutoff,  is somewhat intuitive and further work is planned to establish it   

more firmly. However the results of [P-6]  (for the d→∞ t-J or infinite U Hubbard model)  are 

already very interesting. We find a Z that becomes very small near half filling, the spectral 

functions and self energy are captured very well. The resulting electron spectral functions can be 

then used to compute the electrical resistivity of the model and  compared with the recent 

computation of the resistivity in DMFT [G-2]. The latter  is an important result, since the 

computation  is technically very demanding and requires great precision. We find that the our 

computation (see Figure below) is quantitatively  similar to that in [G-2], with a tiny  Fermi 

liquid (quadratic in T) regime, followed by two linear regimes separated by a knee.  

 

In the figure, the three curves are at 

𝛅=0.75,0.8, 0.85 from top to bottom, D 

is half the band width, and 𝛒0 is the 

Mott-Ioffe-Regel resistivity. 

The theory of [P-6] also gives 

pictorial insights into the destruction 

of the Fermi liquid by heating. It 

yields a  single particle self-energy, 

which departs significantly from the 

Fermi liquid expectation, by 

developing a strong asymmetry 

between particles and holes. The 

formalism helps us to put the results 

in terms of simple formulas that can 

aid an intuitive understanding of the physics. 

 

λ-Expansion Diagrams to high order. 

In [P-7] Edward Perepelitsky  and the PI  have formulated  rules for enumerating the λ-expansion 

in the t-J model in any dimension, in a form that is amenable to high order computation by 

symbolic programs. This expansion contains terms that are identical to the Feynman series, but 

also includes diagrams beyond it,  arising from the fact that the theory deals with non canonical 

objects. Indeed the Schwinger equations of motion, originally used by the PI in [P-1], lead to 

exactly these terms.  The advantage of the diagrams is that we can write down diagrams to the nth 
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order, without enumerating all the (n-1)th order diagrams, unlike in the Schwinger technique- 

thereby enabling the application of Monte Carlo type techniques [G-3] for high order 

summations.    

Planned Research:   

Analytical methods in low order ECFL: broken symmetry solutions, superconductivity and 

magnetic states. 

Having established useful results in high dimension,  we are proceeding to use the analytical  

(rescaled) second order ECFL theory in 2-dimensions with a non zero super exchange J,  to 

compute the properties of the tJ model. The various broken symmetry solutions are being looked 

at. We plan to locate the phase diagram, and to compute various physical quantities that can be 

compared directly with experiments. 

Computational ECFL for high orders in lambda: 

We plan to   use the Monte Carlo method in order to sum the high order diagrams in the   λ-

expansion established recently in [P-7]. Since the range of λ is bounded between 0 and 1, this 

expansion is quite  promising. This work will help provide a numerical alternative to the 

analytical methods above. 

Spectral shapes, study of dispersion features 

We plan to study the Angle Resolved Photo emission (ARPES) derived spectral functions and 

the energy dispersion and its subtle features, such as the low energy kinks.  We will compare our 

theoretical computations with experimental results.  

Magneto transport studies using ECFL and High T expansions 

The Hall constant in strongly correlated matter has several unexplained features, including their 

magnitude, frequency dependence and T dependence. It is also a very accessible quantity 

through  high field experiments. We plan on computing the Hall constant using the analytical 

theory. We are also pursuing the high T expansion for obtaining transport variables, where our 

group has developed symbolic programs for generating high order terms. 

Thermoelectric studies in correlated matter 

We plan to study the  challenging and technologically  important Seebeck coefficient in strongly 

correlated matter. We also plan on a collaboration with other experts in this area. 

Quantum Integrable systems and Frustrated Magnetism 

We plan to devote some effort to the study of frustrated magnets such as TmB4, which are 

currently intensely studied. These form the so called Shastry-Sutherland lattice and have mobile 

electrons with interesting charge transport, in addition to magnetic moments. They exhibit non-

trivial magneto resistance and magnetization plateaux, which lack  theoretical understanding.  
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The PI has a long standing interest in quantum integrable models, such as the 1-d Hubbard 

model, the Haldane Shastry model, and more recently in finite dimensional matrix models. Some 

effort in this direction is planned. 
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[P-1] “ Extremely Correlated Fermi Liquids ”, B. S. Shastry, arXiv:1102.2858 (2011),Phys. Rev. Letts. 107, 056403 
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[P-2] “Hysteretic magnetoresistance and unconventional anomalous Hall effect in the frustrated magnet TmB4”, S. 

S. Sunku, T. Kong, T. Ito, P.C. Canfield, B. S. Shastry, P. Sengupta and C. Panagopolous, arXiv:1602.02679., Phys. 

Rev. B 93, 174408 (2016). 

[P-3] “Theory of extreme correlations using canonical Fermions and path integrals”, B. S. Shastry, arXiv:1312.1892 
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Novel Fractional Quantum Hall Effect and New Topological Phase 

in Interacting Systems 

Principle investigator: Dr. Donna N. Sheng 

California State University Northridge 

Northridge, CA 91330 

donna.sheng@csun.edu 

Project Scope 

The project involves theoretical (numerical) study of the topological physics in strongly 

interacting systems. We identify relevant theoretical models which have the potential to 

host these topological phases,  at the same time they are also realistic for condensed 

matter or optical lattice experiments. By developing and applying advanced 

computational methods, we determine the quantum phase diagrams for such systems and 

characterize the nature of different quantum phases and transitions. Based on our 

theoretical modeling, we validate theoretical proposes and develop theoretical 

understanding for these complex correlated systems. We also predict and suggest 

experimental researches searching for new topological states of matter. We have made 

important progress in the following areas: (a) Identifying and characterizing non-

Abelian phases in experimental fractional quantum Hall effect (FQHE) systems; 

establishing the new mechanism for realizing non-Abelian FQHE by tuning the 

tunneling of two component systems; suggesting new experiments for their detections;  

(b) Identifying spontaneous integer quantum Hall effect (IQHE) in fermionic Hubbard 

model and FQHE in bosonic Hubbard model with time-reversal symmetry, which 

realize the interaction induced topological physics without a topological band; (c) 

Developing efficient computational methods for identifying and characterizing 

topological states of matter and applying them to characterize new states of matter; (d)  

Identifying different topological phases in lattice models with nontrivial topological 

bands. 

Recent Progress 

Characterizing 12/5 FQHE as the Non-Abelian Read-Rezayi state and establishing 

tunneling induced non-Abelian Moore-Read from bilayer 1/2 FQHE:  

We investigate the nature of the FQHE at filling factor 13/5, and its particle-hole 

conjugate state at 12/5, with the Coulomb interaction, and address the issue of possible 
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competing states. Based on large-scale density-matrix renormalization group (DMRG) 

calculations in spherical geometry, we present evidence that the physics of the Coulomb 

ground states (GS) at these filling numbers is captured by the k=3 parafermion Read-

Rezayi (RR3) state.  By performing a finite-size scaling analysis of the GS energies for 

12/5 with different shifts, we find that the RR3 state has the lowest energy among 

different competing states in the thermodynamic limit. We find the fingerprint of the 

topological order in the FQHE 12/5 and 13/5 states based on their entanglement 

spectrum and topological entanglement entropy, both of which strongly support their 

identification with the RR3 state. Furthermore, by considering the shift-free infinite-

cylinder geometry, we expose two topologically-distinct GS sectors, one identity sector 

and a second one matching the non-Abelian sector of the Fibonacci anyonic 

quasiparticle, which serves as the smoking gun evidence for the RR3 state at 12/5 and 

13/5.   

    

Caption: The left panel: the smoking gun evidence for the RR3 state 

at filling factor 13/5. The right panel: the phase diagram of bilayer 

v=1/2 FQHE for topological band systems. 

The multi-component quantum Hall systems with the presence of internal degrees of 

freedom provide a fertile ground for the emergence of the exotic quantum liquid 

physics. 

Here we investigate the possibility of non-Abelian topological order in the half-filled 

FQHE bilayer systems driven by tunneling effect between two layers. By means of the 

state-of-the-art DMRG, we unveil “finger print”  evidences of a non-Abelian Moore-

Read Pfaffian state emergent in the intermediate tunneling regime, including  the ground 

state degeneracy on torus geometry and entanglement spectroscopy (orbital-cut 

entanglement spectrum and topological entanglement entropy) on spherical geometry, 

respectively. Remarkably, the phase transition from previously identified Abelian 

Halperin-331 state to non-Abelian Moore-Read Pfaffian state is determined to be 
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continuous, which belongs to the Ising universality class. Our results not only provide 

“proof-of-principle” demonstration of realizing non-Abelian state through coupling 

different degrees of freedom, but also open up the possibility in FQHE bilayer systems 

for chiral p-wave pairing mechanism. We suggest specific experimental measurements 

for discovering non-Abelian state in such systems. 

Identifying spontaneous IQHE in fermionic and bosonic Hubbard models with time-

reversal symmetry 

Non-interacting topological states of matter can be realized in band insulators with 

intrinsic spin-orbital couplings as a result of the nontrivial band topology. In recent 

years, the possibility of realizing novel interaction-driven topological phase has attracted 

a lot of research activities, which may significantly extend the classes of topological 

states of matter. Here, we explore the fermionic Hubbard model and report a new 

finding of an interaction-driven spontaneous quantum Hall effect (QHE) (Chern 

insulator) emerging on Kagome lattice. By means of DMRG, we expose universal 

properties of the IQHE including time-reversal symmetry spontaneous breaking and 

quantized Hall conductance. By accessing the ground state in large systems, we 

demonstrate the robustness of the IQHE against finite-size effects. Moreover, we map 

out a phase diagram and identify two competing charge density wave (CDW) phases by 

varying interactions, where transitions to the QHE phase are determined to be of the first 

order. Our study provides a “proof-of-the-principle” demonstration of interaction-driven 

QHE without the requirement of external magnetic field or magnetic doping, and we 

provide theoretical understanding of the emerging physics based on mean-field theory.  

 

Caption: Phase diagram of extended fermionic Hubbard model on 

Kagome lattice in the interaction parameter plane, obtained by 

DMRG calculations on cylinder geometry. 

We have also showed an interaction-driven topological phase emerging in an extended 
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Bose-Hubbard model on Kagome lattice, where the non-interacting band structure is 

topological trivial with zero Berry curvature in the Brillouin zone. By means of an 

unbiased DMRG technique, we identify that the groundstate in a broad parameter region 

is equivalent to a bosonic 1/2 FQHE state, based on the characterization of universal 

properties including groundstate degeneracy, edge excitations and anyonic quasiparticle 

statistics. Our work paves a way of finding interaction induced topological phases at the 

phase boundary of conventionally ordered solid phases. 

Symmetry protected topological (SPT) phase for interacting bosons: 

We study the interacting bosons in topological Hofstadter bands with Chern number two 

as a potential system for hosting the SPT. SPT states are short-range entangled states 

distinctly different from a long-range entangled topological phase. However, SPT states 

can have protected gapless boundary excitations, which enrich the strongly correlated 

physics. Using exact diagonalization, we demonstrate that bosonic IQHE state emerges 

at integer boson filling factor v=1 of the lowest Chern band with evidences including a 

robust spectrum gap and quantized topological Hall conductance two. Moreover, the 

robustness of BIQH state against different interactions and next-nearest neighbor 

hopping is investigated. The strong nearest neighbor interaction would favor a charge 

density wave. When the onsite interaction decreases, the boson IQHE state undergoes a 

continuous transition into a superfluid state. Without next-nearest neighbor hopping, the 

ground state is possibly in a metallic Fermi-liquid-like phase. Experimental observations 

of the SPT phase may be possible from cold atom Rb systems with tunable magnetic 

flux by further controlling the magnitude of hopping. 

Future direction:  By identifying the inter-tunneling induced non-Abelian phase in our 

current work (14),  we are at the stage that we can examine many realistic multi-

component systems to identify other promising candidates with nontrivial topological 

nature.  Computational studies are under way for 1/5+1/5, 1/3+1/3 and other total filling 

numbers for different Landau levels. We will also study open issues about non-Abelian 

FQHE in 2D graphene and its bilayers, as well as the surfaces of topological insulators 

using our newly developed DMRG codes. We are also exploring topological phases in 

cold atom systems, where topological bands can be realized through gauge flux. We will 

also study the charge pump, charge polarization and density correlation functions, where 

the nature of quantum system can be revealed through these experimental accessible 

measurements. Other direction is to further develop computational method for detecting 

topological phases, and calculating modular matrix.  We are combining our current 

DMRG codes with tensor network approach for more efficient calculations. 
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Many-Body Theory of Energy Transport and Conversion at the Nanoscale 

 
Principal Investigator: Charles A. Stafford 

Department of Physics, University of Arizona      

1118 E. 4th Street, Tucson, AZ 85721     

staffordphysics92@gmail.com 
 
Program Scope 

This project addresses the fundamental challenge of understanding quantum systems 

far from equilibrium, while simultaneously exploring the potential of nanostructured 

materials for applications in energy-conversion technologies. The main focus of the project 

is quantum thermoelectrics. The enhancement of thermoelectricity due to electron wave 

interference in nanostructures will be investigated in both the linear and nonlinear 

regimes. To elucidate the local quantum mechanisms responsible for thermoelectricity, 

the project will investigate local thermoelectric probes of nonequ i l i b r ium quantum 

systems. Fundamental research on the nonequilibrium many-body theory of 

nanostructures will be conducted in parallel, to enable the applied research on nanoscale 

energy conversion. The local properties of interacting quantum systems far from 

equilibrium will be investigated using nonequilibrium Green’s functions (NEGF), 

including the development of new nonperturbative approximations to describe local 

heat dissipation. 

 
Recent Progress  

Local thermoelectric probes of nonequilibrium quantum systems - Recent advances in 

thermal microscopy,1–3 where spatial and thermal resolutions of 10nm and 15mK, 

respectively, have been achieved, 3 raise a fundamental question, “On how short a 

length scale can a statistical quantity like temperature be meaningfully defined?” In prior 

work,4 we provided a physically motivated and mathematically rigorous definition of an 

electron thermometer as an open third terminal in a thermoelectric circuit. We then 

developed a realistic model of a scanning thermal microscope (SThM) with atomic 

resolution, including an analysis of the factors limiting both spatial and thermal 

resolution. We also showed that the local temperature of a nonequilibrium system so 

defined satisfies a fluctuation-dissipation theorem.5  

In collaboration with Justin Bergfield, Mark Ratner, and Massimiliano Di Ventra, we 

investigated the local electron temperature distribution in graphene nanojunctions subject to an 

applied thermal gradient. Using a realistic model of a scanning thermal microscope, we predict 

quantum temperature oscillations whose wavelength is related to that of Friedel oscillations 

(see Fig. 1). Experimentally, this wavelength can be tuned over several orders of magnitude by 

gating/doping, bringing quantum temperature oscillations within reach of the spatial resolution 

of existing measurement techniques for the first time. 

In collaboration with Justin Bergfield, a generalization of Büttiker’s voltage probe concept 

for nonzero temperatures was developed. An explicit analytic expression for the thermoelectric 

correction to an ideal quantum voltage measurement was derived, and interpreted in terms of 
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local Peltier cooling/heating within the nonequilibrium system. The thermoelectric correction 

was found to be large (up to ±24% of the peak voltage) in a prototypical ballistic quantum 

conductor (graphene nanoribbon). The effects of measurement non-ideality were also 

investigated.  Our findings have important implications for precision local electrical 

measurements. 

      In collaboration with Abhay Shastry, the properties of cold spots in nonequilibrium 

quantum systems were investigated. A new definition of local entropy of a nonequilibrium 

quantum system was introduced.  It was shown that the local nonequilibrium entropy is always 

less than or equal to the entropy of a local equilibrium distribution satisfying the same 

constraints, leading to a proof of the third law of thermodynamics for nonequilibrium systems: 

the local entropy must approach zero as the local temperature as measured by a thermoelectric 

probe goes to zero. 

      In collaboration with Abhay Shastry, it was shown that a local measurement of temperature 

and voltage for a quantum system in steady state, arbitrarily far from equilibrium, with arbitrary 

interactions within the system, is unique when it exists. A necessary and sufficient condition for 

the existence of a solution is derived. We find that a positive temperature solution exists 

whenever there is no net population inversion. However, when there is a net population 

inversion, we may characterize the system with a unique negative temperature (see Fig. 2). Our 

results strongly suggest that a local temperature measurement without a simultaneous local 

voltage measurement, or vice‐versa, is a misleading characterization of the state of a 

nonequilibrium quantum electron system. These results provide a firm mathematical foundation 

for voltage and temperature measurements far from equilibrium. 

 

Local thermodynamics of an interacting system far from equilibrium - It was shown that 

FIG. 1. Left panel: Simulated temperature distribution of a disordered graphene nanofragment 

contacted by an atomically-sharp hot needle at the center.  Right panel: Power spectrum of 

graphene nanoribbon temperature distributions for three different gate voltages, indicating the 

existence of long-wavelength thermal oscillations near the Dirac point. 
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the local temperature defined by a scanning thermoelectric probe is consistent with the zeroth, 

first, second, and third laws of thermodynamics, provided the probe‐system coupling is weak 

and broad band. For non‐broadband probes, the local temperature obeys the Clausius form of 

the second law and the third law exactly, but there are corrections to the zeroth and first laws 

that are higher‐order in the Sommerfeld expansion. The corrections to the zeroth and first laws 

are related, and can be interpreted in terms of the error of a nonideal temperature measurement. 

These results also hold for systems at negative absolute temperature. 

 

Control of exciton transport using quantum interference - In collaboration with Mark Lusk, 

Lincoln Carr, and Jeramy Zimmerman, it was shown that quantum interference can be 

employed to create an exciton transistor. An applied potential gates the quasiparticle motion 

and also discriminates between quasiparticles of differing binding energy. When implemented 

within nanoscale assemblies, such control elements could mediate the flow of energy and 

information. Quantum interference can also be used to dissociate excitons as an alternative to 

using heterojunctions. Selected entanglement measures are shown to distinguish regimes of 

behavior which cannot be resolved from population dynamics alone. 

 
Future Plans 
Local heat and energy flow in nonequilibrium quantum systems - Like the well‐known 
persistent electric currents that flow in closed quantum systems ranging from small cyclic 
organic molecules to mesoscopic metal and semiconductor rings, driven open quantum systems 
exhibit quantum mechanical eddy currents. It is clear from the definitions of the local currents 
that eddies of the local energy current must also exist in these systems, and it is an interesting 
open question whether such eddy currents are related to the quantum oscillations of the local 
temperature predicted by the PI and collaborators, as well as by other investigators. The 
relationship, if it exists, cannot be one‐to‐one, since quantum thermal oscillations also exist in 
simply connected (e.g., one‐dimensional) systems. Perhaps even more interesting is whether 
local quantum enhancements of thermoelectricity can be explained in terms of such thermal eddy 

FIG. 2. Equilibration of a thermoelectric probe with a strongly-driven two-level quantum system.  

Left panel: Curves along which the electric current Ip
(0) and heat current Ip

(1) into the probe vanish. 

Right panel: The local spectrum Ā(ω), local nonequilibrium distribution fs(ω), and probe 

distribution fp(ω) corresponding to the unique negative temperature solution on the left.   
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currents.  
 
Local entropy of nonequilibrium quantum systems - A formula for the local entropy of a 
nonequilibrium system of independent fermions was postulated by the PI and Ph.D. student 
Abhay Shastry in the current reporting period. This formula satisfies important limiting cases: (i) 
It gives the correct global entropy for a nonequilibrium system, and (ii) it gives the correct local 
entropy for an equilibrium system. It was shown that this formula satisfies the maximum entropy 
principle and the third law of thermodynamics. The extent to which the first law of 
thermodynamics can be formulated locally in terms of differentials of this local entropy will be 
investigated. A fundamental derivation of the formula will be sought, and its extension to 
interacting systems will be pursued, where entanglement entropy will compete with the entropy 
of mixing. 
 
Emergence of Fourier's law of heat transport in quantum systems - The PI and collaborator 
Justin Bergfield have argued qualitatively that the classical picture of diffusive propagation of 
heat emerges in quantum systems not due to intrinsic scattering mechanisms that wash out 
quantum wave effects, but rather through coarse‐graining of the measured temperature 
distribution itself. This qualitative picture will be tested/confirmed quantitatively by studying 
quantum heat propagation in two‐dimensional systems. Preliminary results indicate that the 
classical Fourier law of heat transport indeed emerges from coarse graining without the 
introduction of any intrinsic scattering processes. 
 
Photon thermometer - The apparent temperatures of electrically biased single‐molecule 
junctions inferred from the spectrum of photons emitted can exceed 2000K, far exceeding the 
conditions for junction stability. The "photon temperature" of such a junction will be defined by 
that of black body radiation surrounding the junction which causes the net power absorbed by the 
junction to equal that radiated. A nonequilibrium Green's function calculation of the junction 
radiation problem will carried out, with the goal of explaining the apparent temperatures of 
electrically biased junctions in terms of the thermalized photons reemitted from the surroundings 
of the junction. 
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Non-equilibrium Relaxation and Aging Scaling of Driven Topological Defects in 

Condensed Matter 
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Project Scope 
 

Technical applications of type-II superconductors, especially high-Tc

 

compounds, in external 

magnetic fields require an effective flux pinning mechanism to reduce Ohmic losses due to flux 

creep and flow. Consequently, the properties of interacting vortex lines subject to strong thermal 

fluctuations and point-like or extended disorder have been a major research focus in condensed 

matter physics. Supported through DOE-BES, we have developed efficient and versatile Monte 

Carlo and Langevin molecular dynamics algorithms, based on an elastic line representation of 

the magnetic vortices, and studied in detail the dynamical relaxation features towards the 

equilibrium vortex or Bose glass phases following sudden temperature and magnetic field 

changes. We have thus identified unique dynamical signatures that distinguish samples with 

point pinning centers and extended columnar defects. Our current research efforts aim at several 

crucial and novel extensions: (1) We investigate the relaxation kinetics and possible aging 

scaling of driven vortex matter towards or from non-equilibrium stationary states following 

temperature, magnetic field, and driving current quenches. (2) We intend to further clarify the 

decisive effects of pinning center geometry on vortex relaxation dynamics by exploring samples 

with extended planar defects. (3) Our Langevin numerical approach has been modified to 

describe the kinetics of relaxing and driven skyrmion topological defects in two-dimensional 

magnets. Our goal is to propose specific experimental set-ups amenable to probing the different 

dynamical regimes, and stimulate the development of new tools for material characterization and 

optimization. 
 

 

Recent Progress 
 

Relaxation dynamics of vortex lines following magnetic field and temperature quenches 
 

After having achieved a good understanding of relaxation processes in vortex systems where the 

initial state is characterized by randomly distributed straight flux lines, we recently focused on 

situations where the system is brought out of equilibrium by sudden field or temperature 

quenches. Employing an elastic line model and performing Langevin molecular dynamics 

simulations we are bringing a previously equilibrated system out of equilibrium by either 

suddenly changing the temperature or by instantaneously altering the magnetic field which is 

reflected in adding or removing flux lines to or from the system. The subsequent aging properties 

are investigated in samples with either randomly distributed point-like or extended columnar 

defects, which allows to distinguish the complex relaxation features that result from either type 

of pinning centers. One-time observables such as the radius of gyration and the fraction of 
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pinned line elements are employed to characterize steady-state properties, and two-time 

correlation functions such as the vortex line height autocorrelations and their mean-square 

displacement are analyzed to study the non-linear stochastic relaxation dynamics in the aging 

regime. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1: Relaxation of the gyration radius in systems of interacting vortex lines with (a) point disorder or (b) columnar 

defects, when the temperature is either held fixed or instantaneously raised (data averaged over 1000 realizations). 

Systems with columnar defects require a longer relaxation time for the radius of gyration at higher temperatures than 

that at lower temperatures, asserting that thermal fluctuations resist the straightening of vortex lines as they become 

localized at columnar pinning centers. 

 
Current quenches in disordered type-II superconductors 
 

We have also investigated the relaxation dynamics of magnetic vortex lines in type-II 

superconductors following rapid changes of the external driving current. A system of flux 

vortices in a sample with randomly distributed point-like defects is subjected to an external 

current of appropriate strength for a sufficient period of time so as to be in a moving non-

equilibrium steady state. The current is then instantaneously lowered to a value that pertains to 

either the moving or pinned regime. The ensuing relaxation of the flux lines is studied via one-

time observables such as their mean velocity and radius of gyration. We have in addition 

measured the two-time flux line height autocorrelation function to investigate dynamical scaling 

and aging behavior in the system, which in particular emerge after quenches into the glassy 

pinned state. For quenches within the moving regime, we have studied the effects of the vortex-

vortex repulsive interactions on the relaxation kinetics of the vortices by performing drive 

quenches in the system with the interactions initially absent or in effect. In both cases, drive 

quenches within the moving phase result in fast exponential relaxation of the system from one 

non-equilibrium steady state to another, as evidenced by the rapid temporal evolution of one-

time observables. For our study on drive quenches from the moving to the pinned regime, in 

stark contrast to quenches within the moving regime, the relaxation of the system after the 

quench is much slower, which is seen in the non-exponential, logarithmic time evolution of the 

radius of gyration and fraction of pinned line elements. This indicates that the system fails to 

reach a steady state when quenched into the pinned regime on time scales that are on the order of 

the simulation duration. The two-time height autocorrelations show breaking of time translation 

invariance, accompanied by dynamical scaling, evidence for aging in the system, as we quench it 

from a moving non-equilibrium steady state into a pinned, glassy one. 
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Future Plans 
 

Quenches onto the depinning threshold and critical aging 
 

Our recent investigation of relaxation processes in driven vortex matter focused on parameter 

changes within the moving phase as well as on the coarsening that follows quenches from the 

moving steady state into the glassy equilibrium phase. Of special interest are also quenches from 

the moving phase onto the critical depinning regime. At zero temperature, elastic strings driven 

through disordered media undergo a non-equilibrium continuous phase transition at the critical 

driving force that separates the pinned from the moving phase. Signatures of this dynamical 

critical point should clearly be observable at sufficiently low temperatures in the vicinity of the 

depinning threshold. Since critical correlations are governed by a diverging correlation length, 

dynamical features in this regime presumably display a higher degree of universality than 

coarsening kinetics in the respective glassy phases. For example, one would expect the same 

critical scaling in the aging kinetics of flux lines that either interact with localized point pins or 

are subject to a continuous disorder landscape, in contrast to the noticeable distinctions that we 

described for the relaxation dynamics and pinning time distributions deep inside the vortex glass. 

With the correlation length taking over the role of the coarsening scale, we anticipate a reduction 

of complexity in the observed kinetics and dynamical scaling features. Yet the freezing into a 

vortex glass phase of magnetic flux lines in the presence of uncorrelated disorder remains 

manifestly different from the Bose glass transition, i.e., their localization to extended columnar 

defects. We intend to identify and characterize these distinctions in detailed studies of various 

dynamical observables in the critical aging regime. 
  

Non-equilibrium relaxation of magnetic flux lines subject to planar defects 
 

In many high-temperature superconductors such as the cuprates, twin boundaries are abundant, 

and in conjunction with random point defects (oxygen vacancies) serve as natural pinning 

centers for flux lines. Recent work argued that planar defects destabilize the Bragg glass phase 

and induce a distinct, novel planar glass state. Numerical simulations as well as various 

experimental studies established the anisotropy of vortex pinning and transport in twinned 

superconductors: within the defect planes, thermal flux line fluctuations are enhanced and vortex 

motion facilitated. Thus flux flow may be channeled along twin or grain boundaries, even when 

their orientation is tilted with respect to the driving current. Our extensive studies of non-

equilibrium aging phenomena of vortex matter in disordered superconductors have demonstrated 

the paramount influence of the geometry and spatial distribution of pinning centers. We expect 

that planar defects will further highlight this crucial role and moreover add new characteristic 

signatures imprinted by twin or grain boundaries on flux line relaxation phenomena. We just 

started to embark on a series of numerical investigations that will address various aging scenarios 

of magnetic vortices in systems with both point and extended planar pinning sites. The questions 

to be addressed in this project group themselves into two categories: (1) what are the signatures 

of anisotropic non-equilibrium vortex fluctuations in systems with planar defects and (2) what 

are the relaxation phenomena to and from driven steady states with anisotropic flux transport. 
 

Non-equilibrium kinetics of relaxing and driven skyrmions 
 

Magnetic skyrmions, i.e., particle-like spin textures of nanometer size, have been shown to exist 

in chiral magnets without inversion symmetry. Skyrmions are topologically protected and form 
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triangular lattices, similar to vortices in type-II superconductors. Since current-driven transport is 

of obvious interest in spintronics applications, skyrmion propagation in an applied field has been 

the subject of both experimental and theoretical studies. These investigations demonstrated that 

skyrmions only interact weakly with impurities and are set in motion even at ultra-low current 

densities. A recently derived particle model for skyrmions yields equations of motion in two 

dimensions that are very similar to those used for the effective two-dimensional description of 

vortices in type-II superconductors, when the latter are treated as point-like objects. The most 

important difference resides in the strong effect of the Magnus force on a skyrmion that acts in 

the direction perpendicular to its velocity. We propose to leverage our comprehensive 

understanding of the non-equilibrium relaxation and aging properties of vortex matter to gain 

novel insights into the corresponding phenomena in interacting skyrmion systems. Our starting 

point will be the particle model, which we will explore by means of Langevin molecular 

dynamics simulations. These detailed studies of magnetic skyrmion kinetics will provide us with 

a more complete picture of the complex relaxation processes that take place in condensed matter 

systems whose dynamics are governed by fluctuating and correlated topological defects. 
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1. M. T. Shimer, U. C. Tӓuber, and M. Pleimling, Non-equilibrium relaxation and aging scaling of the 

Coulomb and Bose glass, Phys. Rev. E 90, 032111 (2014) [arXiv: 1403.6615]. 

2. U. Dobramysl, M. Pleimling, and U. C. Tӓuber, Pinning time statistics for vortex lines in disordered 

environments, Phys. Rev. E 90, 062198 (2014) [arXiv: 1405.7261]. 

3. H. Assi, H. Chaturvedi, U. Dobramysl, M. Pleimling, and U. C. Tӓuber, Relaxation dynamics of vortex 

lines in disordered type-II superconductors following magnetic field and temperature quenches, Phys. Rev. 

E 92, 052124 (2015) [arXiv: 1505.06240]. 

4. M. Pleimling and U. C. Tӓuber, Characterization of relaxation processes in interacting vortex matter 

through a time-dependent correlation length, J. Stat. Mech. 2015, P09010 (2015) [arXiv: 1507.07283]. 

5. H. Assi, H. Chaturvedi, U. Dobramysl, M. Pleimling, and U. C. Tӓuber, Disordered vortex matter out of 

equilibrium: a Langevin molecular dynamics study, accepted for publication in Molecular Simulation 

(2016) [arXiv: 1509.02227]. 

6. S. Chen and U. C. Tӓuber, Non-equilibrium relaxation in stochastic lattice Lotka-Volterra model, Phys. 

Biol. 13, 025005 (2016) [arXiv: 1511.05114]. 

7. U. C. Tӓuber, Phase transitions and scaling in systems far from equilibrium, submitted to Annu. Rev. 

Condens. Matter Phys. (to appear in 2017) [arXiv: 1604.04487]. 

8. H. Assi, H. Chaturvedi, M. Pleimling, and U. C. Tӓuber, Structural relaxation and aging scaling in the 

Coulomb and Bose glass models, submitted to Eur. Phys. J. B (2016) [arXiv: 1606.02971]. 

9. H. Chaturvedi, H. Assi, U. Dobramysl, M. Pleimling, and U. C. Tӓuber, Flux line relaxation kinetics 

following current quenches in disordered type-II superconductors, submitted to J. Stat. Mech. (2016) 

[arXiv: 1606.06100]. 

10. W. Liu and U.C. Tӓuber, Critical initial-slip scaling for the noisy complex Ginzburg-Landau equation, 

submitted to J. Phys. A: Math. Theor. (2016) [arXiv: 1606.08263]. 

290



Unconventional Metals in Strongly Correlated Systems 

 

Principal Investigator: Senthil Todadri 

                                    Department of Physics 

                                    Massachusetts Institute of Technology 

                                    Cambridge MA 02139 -4307 

                                    senthil@mit.edu 

 

Project scope:  

A growing number of metals display phenomena that defy textbook paradigms for metallic 

behavior in electronic systems. These arise due to either strong electron correlations, reduced 

dimensionality, or disorder effects (or a combination of more than one of these effects). One 

class of metals  (famously in the cuprates) do not fit the Landau fermi liquid paradigm. In many 

cases the non-fermi liquid state seems optimal for superconductivity to develop on cooling. Our 

theoretical understanding of such unconventional metals and their superconducting instability is 

rather primitive.Though many basic questions about such non-Fermi liquid metals are open, 

there has been slow but steady progress over the years.  A major component of the project seeks 

to develop methods capable of dealing with non-fermi liquid physics and its relation with 

superconductivity.    

 

Recent progress: 

1.   Non-fermi liquid metals and superconductivity: 

  

Understanding the vicinity of the electronic Mott metal-insulator transition is fundamental to 

many phenomena. An old and fundamental question is whether the Mott transition can ever be 

continuous. A  few years back I answered this question in the affirmative and developed a theory 

for a continuous Mott transition from a Fermi Liquid metal to a spin liquid insulator (T. Senthil, 

Phys. Rev. B 78, 045109 (2008)). This earlier work was restricted to a single two dimensional 

plane or to a fully three dimensional system. Inspired by new experiments, very recently in [1] I 

(with student Liujun Zou) studied the highly nontrivial fate of this transition in a quasi-two 

dimensional layered materials.  

 

 We demonstrated the phenomenon of dimensional decoupling: the system behaves as a three-

dimensional metal in the Fermi liquid side but as a stack of decoupled two-dimensional layers in 

the Mott insulator. We showed that the dimensional decoupling happens at the Mott quantum 

critical point itself. We derived the temperature dependence of the interlayer electric 

conductivity in various crossover regimes near such a continuous Mott transition, and discussed 

experimental implications.  

 

2.  Phenomena near optimal doping  in the cuprates and the pnictides 
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Some of the most fascinating phenomena in correlated metals happen in the vicinity of where 

their low temperature superconducting transition temperature is optimal. In two recent papers I 

proposed explanations of some new experiments in the cuprates and the pinctides. I also describe 

below ongoing work (with student Liujun Zou and post-doc Sam Lederer).  

 

A recent experimental observation (Ramshaw et al, Science 2015) of a mass enhancement in 

high magnetic fields in nearly optimally doped cuprates poses several puzzles. For the suggested 

nodal electron pocket induced by bidirectional charge order in high field, in Ref . [2] I proposed 

that the mass enhancement is very anisotropic around the small Fermi surface. The corners of the 

pocket were proposed to have a big enhancement without any enhancement along the diagonal 

nodal direction. A natural mechanism for such angle dependent mass enhancement comes from 

the destruction of the Landau quasiparticle at hot spots on the large Fermi surface at a proximate 

quantum critical point. The possibility of a divergent cyclotron effective mass was discussed 

within a scaling theory for such a quantum critical point.  Ref .  [2] considered both a 

conventional quantum critical point associated with the onset of charge order in a metal and an 

unconventional one where an antinodal pseudogap opens simultaneously with the onset of charge 

order. The latter may describe the physics of the strange metal regime at zero magnetic field.  

 

In ongoing work I am calculating Hall transport in this model, with an eye toward explaining 

recent experimental measurements bv the Taillefer group on nearly optimal cuprates in high 

magnetic fields.  

 

In Ref.  [3] (with D. Chowdhury, J. Orenstein, and S. Sachdev) I  presented a theory for the large 

suppression (Hashimoto et al, Science, 2012) of the superfluid-density,  in BaFe_2(As_{1-

x}P_x)_2 in the vicinity of a putative spin-density wave quantum critical point at a P-doping, 

x=x_c. We argued that the transition becomes weakly first-order in the vicinity of x_c, and 

disorder induces puddles of superconducting and antiferromagnetic regions at short length-

scales; thus the system becomes an electronic micro-emulsion. We proposed that frustrated 

Josephson couplings between the superconducting grains suppress the superfluid density.  In 

addition, the presence of 'normal' quasiparticles at the interface of the frustrated Josephson 

junctions resolves some seemingly contradictory observations between the metallic and the 

superconducting phases. We proposed experiments to test our theory. 

 

3.  Detecting many body entanglement in numerical calculations  

 

In recent years it has become clear that many novel phases of matter may be usefully 

characterized by theor many body quantum entanglement. In the simple case of gapped 

topological phases, there is a concept known as the topological entanglement entropy that 

provides a partial measure of the entanglement. It is challenging to study this numerically though 

an extrapolation method based on calculations in a cylinder geometry have been frequently used.  
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In Ref. [4]  My student Liujun Zou (with Jeongwan Haah)  showed that  this protocol might 

sometimes return spurious answers. Work is ongoing in our group to obtain better numerical 

signatures of the many body entanglement.  

   

 

4. Spin and pair density wave glasses 

 

Spontaneous breaking of translational symmetry---known as `density wave' order---is common 

in nature. However such states are strongly sensitive to impurities or other forms of frozen 

disorder leading to fascinating glassy phenomena.  In Ref [5] I (with D. Mross) analyzed 

impurity effects on a particularly ubiquitous form of broken translation symmetry in solids: a 

Spin Density Wave (SDW) with spatially modulated magnetic order. Related phenomena occur 

in Pair Density Wave (PDW) superconductors where the superconducting order is spatially 

modulated. For weak disorder, we find that the SDW / PDW order can generically give way to a 

SDW / PDW glass---new phases of matter with a number of striking properties, which we 

introduce and characterize here. In particular, they exhibit an interesting combination of 

conventional (symmetry-breaking) and spin glass (Edwards-Anderson) order. This is reflected in 

the dynamic response of such a system, which---as expected for a glass---is extremely slow in 

certain variables, but---surprisingly---is fast in others. Our results apply to all uniaxial metallic 

SDW systems where the ordering vector is incommensurate with the crystalline lattice, and to 

recent proposals of PDW order in the cuprates.  

 

 

Planned activities:  

 

I am currently studying transport in my proposed model of a small Fermi surface with 

anisotropic mass enhancement as a possible explanation of phenomena in the cuprates. The 

general results may also apply to heavy fermion metals and other related systems. I am also 

currently working to understand the pairing transition and the nature of the paired state of 

composite fermions in bilayer quantum Hall systems. This is a nice, experimentally relevant test-

bed for pairing out of a non-fermi liquid normal state.  

 

Recent publications supported by DOE:  

 

1. Dimensional decoupling at continuous quantum critical Mott transitions,  

Liujun Zou, T. Senthil, arXiv:1603.09359 

 

2. .  T. Senthil, arXiv:1410.2096 

 

3. Phase transition beneath the superconducting dome in BaFe_2(As_{1-x}P_x)_2, Debanjan 

Chowdhury, J. Orenstein, Subir Sachdev, T. Senthil, Phys. Rev. B 92, 081113(R) (2015) 
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4. Spurious Long-range Entanglement and Replica Correlation Length,  
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4. Spin and pair density wave glasses,  

David F. Mross, T. Senthil, Phys. Rev. X 5, 031008 (2015).  
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Project Scope 

The motivating physical systems for this project are materials under extreme state conditions:  electronic 

temperature Te ≈ TF the Fermi temperature and pressures P in the Mbar range. That warm dense matter 

(WDM) regime (and the states traversed to reach it) includes the thermodynamic trajectory of inertial 

confinement fusion targets, structure and heat flow of giant planet interiors, and ultra-fast material 

response in Z-pinches. Experimental accessibility to WDM is limited and difficult, hence predictive 

simulation is a high payoff alternative.  The motivating technical context is high potential opportunity for 

major improvement of the predictive capacity and speed of ab initio molecular dynamics (AIMD) 

simulations. 
 AIMD is the approach of choice because WDM is best treated as a complicated condensed phase 

regime, not a plasma. Ion thermodynamics in AIMD comes from classical dynamics with forces from 

quantum electrons in the Born-Oppenheimer approximation.  Cost versus accuracy balance makes the 

Mermin free-energy generalization of ground-state density functional theory (DFT) the best choice for the 

quantum part.  But extension of advanced ground-state DFT methodology into WDM state conditions is 

challenging. Before this project, there was no well-founded, non-empirical exchange-correlation (XC) 

free-energy functional.  Constraints from formal properties (e.g. scaling, bounds) were little known until 

the last few years.  Thermal occupation of high-energy Kohn-Sham (KS) states exacerbates the unfavora-

ble computational cost scaling (cubic) with Te and system size. Orbital-free DFT depends only on the 

density, so it scales with system size. But venerable OF-DFT schemes of Thomas-Fermi type cannot give 

bound molecules and condensed phases, thus cannot describe WDM.  Better non-interacting functionals 

are required. 

Advancing free-energy DFT as a powerful tool for ab initio simulation of WDM thus is a major 

thrust of this project. Another thrust is OF-DFT to evade the KS computational scaling bottleneck. The 

third, closely related thrust is foundational: development of the theoretical underpinnings that provide 

constraints, bounds, and other rigorous results for free-energy DFT approximations.  The fourth thrust is 

development, implementation, testing, and distribution of open-

source simulation software which exploits the advances in the 

other three thrusts.  After progress summaries on these four 

thrusts, we outline important components of research presently 

underway or in prospect.  

Recent Progress 
Free-energy XC functionals – Common practice in AIMD simu-

lations of WDM has been to approximate the XC free energy 

FXC[n;T] via a ground-state functional evaluated with the T-

dependent density, Exc[n(T)]. Recently we showed [3] the strong 

state-dependence of the validity of this approximation.    Figure 1 

shows the DC conductivity of low density Al for five values of Te, from bottom to top 5 kK (circles), 10 

kK  (triangles up), 15 kK (diamonds), 20 kK (squares), and 30 kK (triangles down). Experimental data are 

Figure 1 
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shown for 10 kK (triangles up) and 30 kK (triangles down). Red symbols are KS calculations with our 

LSDA free-energy parameterization (KSDT: Publication [14]).  Blue symbols are with Perdew-Zunger 

ground-state LSDA. KSDT gives shifts of as much as 15% toward experiment.  A 6% range of pressure 

differences occurs for the deuterium equations of state obtained from the two XC functionals, but the hy-

drogen principal Hugoniot is insensitive to the explicit Te dependence in KSDT because of cancellation in 

the Rankine-Hugoniot equation.   

 

Orbital-free KS kinetic energy and entropy functionals – Publication [5] explored the possibility of ex-

pressing the enhancement factor Fs in ∫ 𝑑𝑟 𝑛(𝑟)5/3𝐹𝑠[𝑛(𝑟)], the ground-state non-interacting kinetic 

energy, solely as a function of powers of the density, following the approximation scheme of Liu and Parr 

{Phys. Rev. A 55, 179 (1997)}.  It is surprisingly successful for atoms, hence may lead to improved OF-

DFT formulations of both ground-state and finite-Te approximate non-interacting functionals.  In 

publication [10] we began exploration of the disjuncture between constraints on OF-DFT functionals from 

density cusp conditions and the absence of such cusps in many of the pseudo-densities with which those 

functionals are used in computation.  That study then explored the question of the optimum possible 

numerical fit of a generalized-gradient-approximation (GGA) non-interacting KE functional, irrespective 

of formal constraints.  Significant limits were found, yet the success of our VT84F functional {Phys. Rev. 

B 88, 161108(R) (2013)} demonstrates that a useful GGA is possible.  See also our comment in 

publication [6].  There are limits to VT84F, however.  In particular, it does not deliver a characterization 

of the liquid-vapor critical point in aluminum, though a published KS AIMD calculation shows it 

{Desjarlais, Atom. Proc. Plasmas, CP-1161,  K.B. Fournier ed., 32 (2009)}. The KS AIMD calculation is 

very delicate. We are investigating its sensitivity to parameters, approximate functional choice, etc.  

 

Foundational theory – Publication [4] extended earlier work from this project on scaled variables {Phys. 

Rev. B 84, 125118 (2011)} to derive uniform coordinate scaling requirements for interacting system free 

energy density functionals. Publication [9] studied the use of grand canonical expressions in the fixed 

particle-number environment (canonical ensemble) of a computer code.  The two ensembles agree well at 

modest, finite particle number but both disagree with the infinite-degree-of-freedom limit. Publications [2] 

and [7] developed the consequences for the HEG and harmonically confined electrons respectively, of our 

previous formulation {Phys. Rev. E 87, 032102 (2013)} of an exact mapping of quantum effects into a 

classical liquid-like treatment.  Unexpected hard-wall behavior was 

found in the harmonic confinement case.  Publication [1] provides a 

systematic way from DFT to renormalize the Thomas-Fermi 

potential such that in the field of an ion the electron density is non-

singular at the nucleus.  Finally, publications [12,18] gave a new 

recursive procedure for evaluating matrix elements in 3- and 4-body 

systems.  4-body systems (e.g. Li atom) are of particular interest in 

understanding the requirements on OF-DFT kinetic energy 

functionals. 

Open-source Software – Publication [13] presented our 

PROFESS@QuantumEspresso libraries and code. In March 2016, we 

released version 2.  See Fig. 2.  It couples PROFESS version 3.0 

(with our modifications and patches) with QuantumEspresso version 

5.2.1. code.  The result enables OF-DFT AIMD simulations in 

modified QuantumEspresso on the same technical footing (MD 

algorithms, thermostats, parameters, etc.) as for KS DFT.  PROFESS 

enhancements include our free-energy density functionals.  

Publication [8] described algorithms and software for high-accuracy 

evaluation of several commonly encountered Fermi-Dirac integral 

combinations.  Those modules were made available as downloads in 

Figure 2 
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June 2105.  In late Dec. 2015, our KSDT XC free energy functional was made available in LibXC version 

3.0.  However, that implementation will not initialize properly if called in standard LibXC style. On June 

15, 2016 we posted an initialization routine, a HOWTO file which explains the extra initialization, and a 

set of simple test routines to check.  And KSDT modules also are available directly from us.  All of our 

software is downloadable from www.qtp.ufl.edu/ofdft under GNU GPL. In collaboration with Profs. Rehr 

and Seidler (Univ. of Washington) we have installed the KSDT functional in the FEFF9 code and begun 

to explore the implications for algorithmic stability of calculations in the low density part of the WDM 

regime. 

Investigations Underway and Planned 

We have developed and are well into testing a full Kubo-Greenwood (K-G) electrical conductivity 

package for QuantumEspresso.  Release under GPL is expected this Fall.  After that, we will be in position 

to make a thorough study of a scheme we proposed that was recently tried by a group alumnus {Sjostrom 

and Daligault, Phys. Rev. E 92, 063304 (2015)}, namely to compute K-G conductivities from OF-DFT 

AIMD snapshot ion configurations via non-self-consistent evaluation of the KS Hamiltonian from the OF-

DFT density at each configuration. A single diagonalization scheme, it is a comparatively fast route to 

transport coefficients.  
 Calculations have been completed and analysis is underway of quantum nuclear effects (i.e., beyond 

the Born-Oppenheimer approximation) for light nuclei, e.g. H and D, in the WDM regime.  The method-

ology is path-integral molecular dynamics for nuclear motion driven by our VT84F OF-DFT functional. 

The investigation focuses on nuclear temperatures that are low compared to Te. Initial analysis suggests 

that the OF-DFT driven PIMD is consistent with what is known for the same state conditions from other, 

much more costly calculations.  Publication is expected by late Fall 2016.   

 We are well along on construction of substantially more general and accurate XC free energy 

functionals Fxc than LSDA. These are of GGA form, with constraints familiar both from ground-state 

GGA XC construction and from free-energy considerations.   As regards non-interacting functionals (KS 

KE and entropy), we have constructed and now are refining correspondingly improved functionals 

compared to VT84F.  A continuing challenge is that the Pauli term part of such a functional must vanish 

for a two-electron singlet system in its ground state, yet must be non-vanishing for all three and higher 

number systems.   These new non-interacting functionals incorporate density Laplacian dependence, 

which raises the technical difficulty of rather complicated “kinetic potentials” in the Euler equation and 

attendant instabilities.  Another direction for non-interacting functional development is tunable 

functionals, built to extrapolate and/or interpolate finite-Te KS calculations by parametrizing to them 

while respecting known constraints.  On the formal side, we are studying how to resolve the anomalous 

behavior of OF-DFT functionals that behave well with some types of pseudo-potentials but badly with 

others.  We continue analyzing the formal basis of free-energy DFT as the mean-field context for kinetic 

theory, electron-electron scattering, and the resulting transport coefficients. 

 The major computation we are driving to completion is the Al liquid-vapor critical point study, now 

focused on the XC free energy functional and technical choices.  At present it is unclear whether the prior 

calculations are entirely predictive.  We also are collaborating supportively with groups at Univ. Arizona 

(on complex materials simulations using our methods and software) and Univ. Washington (on LCLS 

experiments using two-color techniques to probe elevated Te effects before lattice relaxation occurs). 

 Since this project began (Fall 2009), we and a few others have moved free-energy DFT substantially 

along a path of refinement roughly parallel to the celebrated evolution of ground-state DFT. (Before this 

project there was not even a purely Monte Carlo based LSDA XC free-energy functional.) Free-energy 

DFT now is at the level of a soundly based, practical methodology for thermodynamics of matter under 

extreme conditions. The next steps are better functionals rooted in deeper understanding of the theory, 

along with paradigmatic calculations to illustrate the power and reach of the approach. 
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QUANTUM SIMULATIONS OF ORBITALLY CONTROLLED PHYSICS AND 

NANOSCALE INHOMOGENEITY IN CORRELATED OXIDES 

PI: Nandini  Trivedi, The Ohio State University 

Keywords: Transition metal oxides, spin-orbit coupling, orbital frustration, orbital entanglement 

Project Scope 

 Sandwiched between the weakly correlated topological insulators and the strongly 

correlated 3d transition metal oxides, lie 5d compounds that combine both strong spin-orbit 

coupling (SOC) and correlations on an equal footing. These materials have spurred great interest 

since they open up new regimes-- spin-orbit coupling enhanced correlations and orbitally 

controlled Kitaev magnetism. In contrast to the well studied 5d5 materials, the effect of strong 

spin-orbit coupling in 4d4 and 5d4 

systems have been sparsely 

studied due to expectations that 

these naturally lead to boring J=0 

atomic non-magnetic singlet 

insulating states. Yet upon 

allowing for hopping between 

atoms, we show that the 

superexchange interactions JSE 

opposes SOC  to create local 

moments on each site [1]. With 

increasing Hund's coupling, the 

superexchange interactions switch 

from supporting antiferromagnetic 

(AFM) spin interactions to 

favoring ferromagnetic (FM) spin 

interactions. On the other hand, we find that the orbital interactions are frustrated even in the 

absence of geometric frustration. By tuning the ratio of JSE to  we obtain a phase transition at a 

critical strength from the J=0 singlet to a novel magnetic phase. SOC plays a non-trivial role in 

generating a triplon condensate [2]  of weakly interacting J=1 excitations at k=  regardless of 

whether the local spin interactions are FM or AFM. With increasing g, the system evolves into a 

regime with localized spin and orbital moments and the possibility of a second phase transition 

to orbitally entangled liquid states. The calculations are performed using exact diagonalization, 

perturbation theory and quantum Monte Carlo methods. We make predictions for materials such 

as Ca2RuO4, double perovskite irridates [3] and honeycomb ruthenates, all of which have 

transition metal ions in the d4 configuration and have been found to show magnetism.  

 

 

Fig 1: The atomic ground state of d4 ions in both U,JH >>λ and 

λ>>U,JH limits is nonmagnetic with J =0. 

(b) The two-site phase diagram of the d4 system calculated by 

exact diagonalization shows formation of a local moment from the 

competition of superexchange and SOC. 
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Recent Progress  

 We start with the atomic multi-orbital Hamiltonian with intra and inter-orbital Coulomb 

interactions and spin-orbital coupling specifically for (t2g)4 systems. We next allow hopping 

between atoms and investigate all cases of orbital geometries-- the idealized fully symmetric 

case when all orbitals participate in hopping, as well as more realistic cases when one orbital is 

blocked, for example in a simple cubic lattice, or with two blocked orbitals as for FCC lattices. 

For each case, we derive the effective spin-orbital superexchange Hamiltonian that competes 

with spin-orbit coupling to produce strong deviations from the non-magnetic atomic behavior.  

Our main results are the following: 

(1) Upon turning on hopping, local moments are generated on each atom that grow with 

increasing hopping, a new paradigm beyond the standard Goodenough-Kanamori rules [4]. 

 

(2) We derive effective magnetic Hamiltonians for different numbers of active orbitals. The 

nature of the interaction between these moments is determined by the strength of Hund's 

coupling: small Hund's coupling leads to the expected antiferromagnetic (AFM) superexchange 

between the spins while large Hund's coupling leads to ferromagnetic (FM) superexchange 

interactions between spins. The orbital interactions are frustrated even in the absence of 

geometric frustration, potentially leading to orbital liquid phases.  

(3) By tuning g= JSE/ a phase transition from the J=0 singlet to a magnetic phase occurs at a 

critical point. Close to the transition the magnetic phase is a Bose condensate of weakly 

interacting J=1 triplet excitations [5]. With increasing g there is a crossover from a weakly 

interacting triplons to a strongly interacting 

condensate.  

 

Fig. 2: Orbital frustration for 2 active 

orbitals. The inactive orbital is doubly 

occupied and shown on the vertices of 

the plaquette. Starting with an (a) 

AFM (green)or (b) FM (red) along 

bond 1, the next two bonds, 2, fix the 

second two orbitals leaving the last 

bond, 3, energetically unfavorable 

(blue) generating orbital frustration. 

Fig. 3: Triplon condensation: A J=1 triplon 

excitation on a site, moves via superexchange 

to neighboring sites yielding a triplon band. 

Condensation occurs at k=  as the energy 

becomes lower than the original Ji = 0 level. (b) 

Schematic phase diagram showing three 

phases: the J=0 van Vleck singlet paramagnet, 

the triplon BEC, and a spin-FM but orbital 

entangled state for large JSE/ 
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Regardless of the local 

interactions, whether FM or 

AFM, only AFM condensates 

that condense at the k=  point 

are supported. It is remarkable 

that spin-orbit coupling, even 

though a single-site effect, can 

switch the sign the effective 

spin couplings. To put this in 

perspective, the sign of 

Heisenberg spin interactions 

would not be effectively 

changed by the presence of 

single site anisotropy. Yet here 

we reach the conclusion, 

unique to spin-orbital coupled 

systems, that a rotationally 

invariant single site effect can 

flip the rotationally invariant 

superexchange coupling.  

(4) In the opposite regime 

where the superexchange dominates, the spins and orbitals are best described as localized 

moments. We predict a second phase transition at gc2 to orbitally entangled but spin-ordered 

phases, either FM when Hund's coupling is large or AF for smaller Hund's coupling.  

Future Plans 

(1) DMRG calculations of the derived spin-orbital frustrated Hamiltonians and calculations of 

spin and orbital correlations, entanglement entropy and entanglement spectra. 

(2) Mean field theory and quantum Monte Carlo simulations of orbitally frustrated models. 

References 

1. G. Khaliullin, Excitonic Magnetism in Van Vleck–type d4 Mott Insulators, Phys. Rev. Lett. 111, 197201 (2013). 

2. O. N. Meetei, W. S. Cole, M. Randeria, and N. Trivedi, Novel magnetic state in d4 Mott insulators, Phys. Rev. B 

91, 054412 (2015). 

3. G. Cao, T. F. Qi, L. Li, J. Terzic, S. J. Yuan, L. E. DeLong, G. Murthy, and R. K. Kaul, Novel Magnetism 

of Ir5+(5d4) Ions in the Double Perovskite Sr2YIrO6, Phys. Rev. Lett. 112, 056402 (2014). 

4. D. Khomskii, Transition metal compounds, Cambrige (2014) 

5. S. Sachdev and R. N. Bhatt, Bond-operator representation of quantum spins: Mean-field theory of frustrated 

quantum Heisenberg antiferromagnets, Phys. Rev. B 41, 9323 (1990). 

 

 

Fig. 4 Angular momentum correlators for the two-site effective 

Hamiltonian for 3 orbitals and 2 orbital cases (the orbital perpendicular to 

the direction of hopping blocked) with the parameterization = cos  

t2/U = sin ; /JH=1, JH/U=0.1. While the spins are FM, the orbital 

interactions are frustrated. 

 

301



Publications  

(1) Panjin Kim, Hosho Katsura, Nandini Trivedi, Jung Hoon Han, Entanglement and corner Hamiltonian 

spectra of integrable open spin chains, arXiv:1512.08597. 

(2) Yen Lee Loh, Mohit Randeria, Nandini Trivedi, Chia-Chen Chang, and Richard Scalettar, 

Superconductor-Insulator Transition and Fermi-Bose Crossovers, Phys. Rev. X, 6, 021029 (2016). 

(3) U. Chatterjee, J. Zhao, M. Iavarone, R. Di Capua, J.P. Castellan, G. Karapetrov, C.D. Malliakas, M.G. 

Kanatzidis, H. Claus, J.P.C. Ruff, F. Weber, J. vanWezel, J.C. Campuzano, R. Osborn, M. Randeria, N. 

Trivedi, M.R. Norman & S. Rosenkranz, Emergence of coherence in the charge-density wave state of 2H-

NbSe2, Nat. Comms. DOI: 10.1038/ncomms7313 (2015). 

(4) Daniel Sherman, Uwe S. Pracht, Boris Gorshunov, Shachaf Poran, John Jesudasan, Madhavi Chand, 

Pratap Raychaudhuri, Mason Swanson, Nandini Trivedi, Assa Auerbach, Marc Scheffer, Aviad Frydman1 

and Martin Dressel, The Higgs mode in disordered superconductors close to a quantum phase transition, 

Nat. Phys. 11, 188 (2015). 

(5) Daniel Sherman,  Boris Gorshunov,  Shachaf Poran,  Nandini Trivedi,  Eli Farber,  Martin Dressel,  
and Aviad Frydman, Effect of Coulomb interactions on the disorder-driven superconductor-insulator 
transition, Phys. Rev. B, 89, 035149 (2014). 
 
(6) Mason Swanson, Yen Lee Loh, Mohit Randeria, and Nandini Trivedi, Dynamical Conductivity across 

the Disorder-Tuned Superconductor-Insulator Transition, Phys. Rev. X 4, 021007 (2014).  

(7) Elias Lahoud, O. Nganba Meetei, K. B. Chaska, A. Kanigel, and Nandini Trivedi, Emergence of a 

Novel Pseudogap Metallic State in a Disordered 2D Mott Insulator, Phys. Rev. Lett. 112, 206402 (2014). 

 

302

http://arxiv.org/find/cond-mat/1/au:+Kim_P/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Katsura_H/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Trivedi_N/0/1/0/all/0/1
http://arxiv.org/find/cond-mat/1/au:+Han_J/0/1/0/all/0/1


Non-equilibrium thermodynamics in magnetic nanostructures 

 

Principle Investigator: Yaroslav Tserkovnyak 

Department of Physics and Astronomy, University of California, Los Angeles, 

CA 90095 

 

 

Project Scope 

 

Our work focuses on the geometric gauge fields and related topological aspects in the 

interactions between collective degrees of freedom (associated with diverse magnetic 

orders) and itinerant spin-carrying quasi-particles (electrons, magnons, or spinons). 

We pay special attention to out-of-equilibrium phenomena in thermally biased 

magnetic systems, the nascent field of spin caloritronics. Energy and spin angular 

momentum is at the core of our investigation, bringing about phenomenological 

framework based on conservation laws, hydrodynamic continuity, magnetic order, 

symmetries, and dynamic reciprocities. 

 

Recent Progress 

 

Spin-Nernst effect in a realization of the Haldane model 

 

 

Fig. 1: (a) One-dimensional projection of the Schwinger-boson spectrum in the proposed model. (b) 

and (c) show the evolution of the mean-field parameters as a function of the temperature. 

We studied a spin Hamiltonian for spin-orbit-coupled ferromagnets on the 

honeycomb lattice, for which a feasible experimental realization was proposed. At 

sufficiently low temperatures supporting the ordered phase, the effective Hamiltonian 
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for magnons was shown to be equivalent to the Haldane model for electrons in the 

honeycomb lattice, which indicates the nontrivial topology of the band and the 

existence of the associated edge state. At high temperatures comparable to the 

ferromagnetic-exchange strength, we took the Schwinger-boson representation of 

spins, in which the mean-field spinon band (Fig. 1) forms a bosonic counterpart of the 

aforementioned model. The nontrivial geometry of the spinon band can be inferred by 

detecting the spin Nernst effect (Fig. 2), in which applying a longitudinal temperature 

gradient generates a transverse spin current.  

 

Fig. 2: The spin Nernst conductivity as a function of temperature. 

 

Topological spin-transfer drag mediated by skyrmion diffusion 

 

We studied the spin-transfer drag mediated by the Brownian motion of skyrmions. 

The essential idea is illustrated in a two-terminal geometry (Fig. 3), in which a thin 

film of a magnetic insulator is placed in between two metallic reservoirs. An electric 

current in one of the terminals pumps topological charge into the magnet via a spin-

transfer torque. The charge diffuses over the bulk of the system as stable skyrmion 

textures. By Onsager’s reciprocity, the topological charge leaving the magnet 

produces an electromotive force in the second terminal. The voltage signal decays 

algebraically with the separation between contacts, in contrast to the exponential 

suppression of the spin drag driven by non-protected excitations like magnons. We 

showed how this topological effect could be used as a tool to characterize the phase 

diagram of chiral magnets and thin films with interfacial Dzyaloshinskii-Moriya 

interactions.  
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Fig. 3: Scheme for electrical detection and injection of skyrmions. 

 

Gauge fields from curvature in single-layers of transition metal dichalcogenides 

 

We analyzed the dynamics of electrons in corrugated layers of transition metal 

dichalcogenides (Fig. 4). We found that in these materials, the intrinsic (Gaussian) 

curvature along with the strong spin-orbit interaction leads to an emergent gauge field 

associated with the Berry connection of the spinor wave function. We studied in detail 

the effect of topological defects of the lattice (tetragonal and octogonal disclinations) 

and the scenarios where they can be identified with effective magnetic monopoles. 

We suggested that this magnetic field could be detected in an Aharonov-Bohm 

interferometry experiment by measuring the local density of states in the vicinity of 

corrugations. 

 

 
Fig. 4: Transition metal dichalcogenide as a corrugated membrane 

 

 

 

Future Plans 

 

Caloritronics in disordered systems and quantum magnets 
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We plan to extend the magnon-drag paradigm to other spin excitations (spinons, 

Schwinger bosons) in systems lacking magnetic order. These theoretical tools are also 

useful to explore spin and heat transport properties in systems with non-conventional 

magnetic order such as spin liquids.  

 

 

Thermal transport in skyrmion crystals and related systems 

 

Skyrmions are capable to transport energy, and their dynamics can be manipulated by 

thermal torques. In a skyrmion crystal, the spin-transfer drag is mediated by the 

phonon modes of the lattice, providing information about their interactions and setting 

the basis to characterize the phase diagram of chiral magnets by means of spin and 

heat transport measurements. These ideas can be extended to related systems such as 

vortex lattices in type II superconductors. 

 

 

Spin pumping in transition metal dichalcogenides 

 

We plan to continue to study effects beyond the static regime such as the 

electromotive forces induced by dynamical corrugations, and reciprocally, the back-

action of spin currents on the dynamics of topological defects.  
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Strongly Correlated Systems: Further Away from the Beaten Path 

Principal Investigator: Alexei M. Tsvelik, Brookhaven National Laboratory, Upton, NY 

11973, tsvelik@gmail.com  

Co-investigators: R. M. Konik, Wei Ku, Weiguo Yin. 

 

Program Scope  

In recent years the activity of our FWP has been focused in a number of different areas which 

included nonperturbative studies of out-of-equilibrium physics, frustrated magnetism, physics of 

low dimensional systems. The common features of these activities is that they all point away 

from traditional well understood physics. In pursuing these activities we have been greatly 

assisted by the new numerical methods developed in our group and by the past expertise in 

nonperturbative techniques our group possesses. Our theory group is working in close contact 

with experimentalists. Out of 35 papers published (1 Science, 2 Nature Comm., 2 PNAC, 1 PRX, 

9 PRL, 1 Nano Lett.), 14 were published with experimentalists.  

 

Recent Progress  

 

Fractionalized excitations in real materials: In collaboration with experimental groups in BNL 

we have studied  an f-electron metal Yb2Pt2Pb  whose magnetic excitations turned out to be one-

dimensional and fractionalized (spinons). The theory of this highly unusual phenomenon was 

developed which quantitatively describes the observations [10]. 

 
Fig. 1. Spinon continuum in Yb2Pt2Pb. The solid white lines are lower and upper boundaries of the 2-spinon 

continuum in the S=1/2 XXZ model with a particular value of the Ising-like anisotropy. 

Ballistic transport in 1D materials:  

Kondo chain was studied in the regime of high spin concentration where the low energy physics 
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is dominated by the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [7,8]. This model has 

two phases with drastically different transport properties depending on the anisotropy of the 

exchange interaction. In particular, for the easy plane anisotropy the spins form a spiral 

configuration (Fig. 2) and the helical symmetry of the fermions is spontaneously broken. In this 

state the electron spectrum undergoes restructuring so that backscattering requires a spin flip 

(Fig. 3). This leads to a parametrical suppression of the localization effects.  

 

Fig. 2.  Spiral configuration of the spins                               Fig.3. The quasiparticle spectrum in the state with                              

broken helicity symmetry. 

 

 

Towards a theory of quantum KAM in manybody systems: 

 

 
a) The off-diagonal matrix elements of the Lieb-Liniger Hamiltonian with respect to the eigenstates of the Lieb-

Liniger model plus a one-body potential.  The presence of off-diagonal matrix elements show that the original 

unperturbed Hamiltonian is not a conserved quantity.  b) The off-diagonal matrix elements (again with respect to 

the eigenstates of the perturbed model) of a linear combination of operators conserved in the original Lieb-Liniger 

model.  We thus show that when perturbing a quantum integrable model, it is still possible to construct deformed, 

nearly conserved operators, so obtaining an analog to the classical KAM theorem.  c) We show that by increasing 

the size of the linear combination of operators in the Lieb-Liniger model we can reduce the size of the off-

diagonal matrix elements. 

 

Real time dynamics in a quantum many-body system are inherently complicated and so difficult 

to predict.  There are, however, a special set of systems where these dynamics are theoretically 
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tractable, integrable models.  Such models possess an infinite number of non-trivial conserved 

quantities. These charges are believed to control dynamics and thermalization in low 

dimensional atomic  gases as well as in quantum spin chains.  But what happens when the special 

symmetries leading to the existence of the extra conserved quantities are broken?  Is there any 

memory of the quantities if the breaking is weak? Here, in the presence of weak integrability 

breaking, we show that it is possible to construct residual quasi-conserved quantities, so 

providing a quantum analog to the KAM theorem and its attendant Nekhoreshev estimates. We 

demonstrate this construction explicitly [20] in the context of quantum quenches in one-

dimensional Bose gases and argue that these quasi-conserved quantites can be probed 

experimentally.  

 

Studying non-equilibrium behavior in 2D Strongly Correlated Systems:  

 

 

RHS: The geometry of the system that we consider: an (infinite) array of coupled chains of finite 

length. LHS: The log of the return probability of different quenches in an array of a 2D quantum Ising 

model.  In quenches that pass through a phase boundary, we see the return probability has non-

analyticities. 

 

We have developed a method for simulating the real time evolution of extended quantum 

systems in two dimensions. The method combines the benefits of integrability and matrix 

product states in one dimension to avoid several issues that hinder other applications of tensor 

based methods in 2D. In particular it can be extended to infinitely long cylinders [19]. As an 

example application we have studied quantum quenches in the 2D quantum (2+1 dimensional) 

Ising model. In quenches that cross a phase boundary we find that the return probability shows 

non-analyticities in time. 

 

 

Charge ordering in stoichiometric FeTe: Based on the unified picture proposed by us in 

PRL 105, 107004 (2010), we further predicted the existence of novel E-type charge ordering in 

FeTe. This was demonstrated with STM/STS measurements on FeTe films at Tsinghua 

1.5 2 2.5 3
t/t

D

0.4

0.5

0.6

0.7

0.8

0.9

-l
n

(G
(t

))
/(

|D
|R

N
j ^

2
)

j
^
=0.1, E

c
=8|D|

j
^
=0.5, E

c
=7|D|, c=110

j
^
=0.5, E

c
=8|D|, c=120

2 2.4 2.8 3.2
0.6

0.7

0.8
N=100

R=6TEBD

309



University as part of the DOE/BES-CAS (Chinese Academy of Sciences) collaborative research 

in quantum materials. These results imply that intersite interaction and charge fluctuations, so far 

much neglected, is essential to the understanding of iron-based superconductors [31]. 

 
 

 

Giant switchable Rashba effect in oxide heterostructures: By coupling ferroelectric BaTiO3 

and a 5d or 4d transition metal oxide with a large spin-orbit coupling, Ba(Os,Ir,Ru)O3, we show 

theoretically that giant Rashba spin splittings are possible and even controllable by an external 

electric field. Based on density functional theory and a microscopic tight binding understanding, 

it is concluded that the electric field is amplified and stored as a ferroelectric Ti-O distortion 

which, through the network of oxygen octahedra, induces a large (Os,Ir,Ru)-O distortion [14]. 

 

 
 

 

Interfacial coupling-induced ferromagnetic insulator phase in manganite film: We 

proposed a new route to interfacial coupling engineering via boosting quenched disorder by the 

surface phase transition of certain substrates. This was demonstrated with observation of a 

predicted disorder induced ferromagnetic-polaronic insulator in 12 nm Pr2/3Sr1/3MnO3 film 

during the surface phase transition of SrTiO3 substrate, by BNL electron microscopes group [30]. 

 

Probing single magnon excitations in Sr2IrO4 using oxygen K-edge resonant inelastic X-ray 

scattering (RIXS): For spin excitation in systems with heavy elements the energy resolution of 

commonly used L-edge RIXS in the hard x-ray region is usually poor. We proposed that single 
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magnon excitations can be measured with RIXS at the K-edge of the surrounding ligand atoms 

when the center heavy metal elements have strong spin-orbit coupling. This was demonstrated 

with oxygen K-edge RIXS experiments on Sr2IrO4 by BNL X-ray scattering group [15].  

 

 

Future plans: 

To develop a theory of composite order. The Kondo-Heisenberg model is known to possess an 

order parameter of a special type corresponding to the condensation of bound states of 

conduction electrons and local spins.  The creation of such order goes hand in hand with gapped 

fractionalized excitations. We plan to extend this theory to other models.  

 

To study the influence of nuclear spins on quantum critical systems. There are reasons to 

believe that the interaction between nuclear and electron spins in critical magnetic systems is 

strongly enhanced by the critical fluctuations. We are going to explore this.  

 

To study the influence of retardation on the Spin-Fermion model. In collaboration with G. 

Kotliar we intend to construct an effective low energy theory which would allow to study 

corrections to the results obtained by single impurity DMFT. This model is likely to be a version 

of the famous Spin-Fermion model with frequency dependent spin-fermion coupling. 

 

To study nonlinear optics and Raman scattering in 1D strongly correlated systems. We plan 

to use the nonperturbative techniques of theory of integrable systems to calculate multi-point 

correlation functions of various models describing nonlinear optics phenomena including 

resonance Raman scattering. 

 

To study a possibility of realization of non-Abelian version of Kalmeyer-Laughlin state in 

microscopic models of chiral spin liquids. This state is an analogue of Fractional Quantum 

Hall effect for Mott insulators. We intend to find its non-Abelian generalizations such as a spin 

liquid analogue of Pfaffian state. 

 

To continue the development of a two dimensional DMRG algorithms able to study the 

properties of two dimensional systems both in and out of equilibrium.  We plan in particular 

to extend this work to two-dimensional lattice systems such as the two-dimensional Heisenberg 

model. 

 

To explore novel physics in mixed 3d-4d-5d transition-metal compounds. The different 

strength of spin-orbit coupling on the 3d and 5d elements will dramatically change the pathway 

of superexchange, giving rise to novel mechanisms for spin anisotropy and spin frustration. We 

intend to establish theory-guided syntheses of new types of frustrated magnets. 

 

To apply the aforementioned new route to interfacial coupling engineering to more 

heterostructure materials. We shall perform first-principles calculations and effective model 

analysis to guide experimental studies of cuprate/iridates superlattices. 
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To continue developing first-principles guided derivation of effective low-temperature 

Hamiltonians for material systems with multiple degrees of freedom. It will be applied to 

address the interplay of charge, orbital, spin, and anion polarization degrees of freedom in iron-

based superconductors. An example problem is the orbital order without spin order in FeSe. 

 

To study the ultrafast dynamics in strongly correlated materials in collaboration with the 

BNL X-ray scattering, photoemission, and UED groups. We shall first address the 

fundamental problem as to whether the electronic excitation pumped by the laser in recent pump-

probe experiments on Sr2IrO4 is intra-site or inter-site transition.  We will also consider modeling 

recent pump-probe ARPES experiments with a slave boson treatment of the two dimensional t-J 

model. 
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Project Scope 

 This project aims to study the collective charge and spin excitations of itinerant quasi-2D 

electronic systems such as doped semiconductor nanostructures and carbon-based materials, in 

the presence of impurities and spin-orbit coupling (SOC). Earlier, we had discovered an 

interesting interplay between many-body effects and Rashba and Dresselhaus SOC: contrary to 

many situations in spintronics, collective spin modes are robust against SOC-induced 

(D’yakonov-Perel’) decoherence. However, a full theoretical and practical exploration of the 

effect is still missing, and a wealth of new experimental data remains to be analyzed. The current 

project addresses three interrelated objectives: (1) We will develop a general theory of chiral spin 

waves in spin-polarized quasi-2D electron gases, in the presence of SOC. The goal will be to 

calculate spin-wave dispersions and linewidths that can be compared with experimental results 

from inelastic light scattering, and use this to understand how SOC and many-body effects 

influence each other. (2) Electronic many-body effects will be described using time-dependent 

density-functional theory. Doped quantum wells with SOC are noncollinear itinerant magnetic 

systems at the crossover between two and three dimensions, which poses novel challenges for 

standard exchange-correlation (xc) functionals such as the LDA. We will develop and test new 

orbital-dependent xc functionals for noncollinear magnetic systems using STLS and other 

approaches. (3) We will consider quantum well bilayer or multilayer systems with SOC, where 

the coupling between the quasi-2D electron systems leads to acoustic and optical modes. We will 

also study collective spin excitations in graphene and other carbon-based or topological materials 

in the presence of SOC and magnetic fields. Apart from the fundamental interest in the area of 

many-body physics, these projects may also uncover new practical ways of manipulating and 

controlling spin waves in low-dimensional itinerant electron systems, which could be used to 

encode, transport and process information. 

  

316



 Recent Progress  

1. Spin-orbit twisted spin waves: group velocity control. This work was carried out in 

collaboration with Irene D’Amico (York, UK), Giovanni Vignale (Missouri), and the 

experimental group of 

Florent Perez (UPMC 

Paris). Following theoretical 

predictions [1], the fine 

structure of spin plasmons 

in quantum wells was first 

observed by inelastic light 

scattering in 2012 [2,3]. In 

the last couple of years, we 

have studied magnetized 2D 

electron gases in n-doped 

CdMnTe quantum wells. 

These systems have strong 

Rashba and Dresselhaus SOC, which affects the spin-wave dynamics in various interesting ways.  

Without SOC, the spin-wave dispersion has the form *22 2mqSZ sws   , where Z is the 

bare Zeeman splitting, and Ssw is the spin-wave stiffness. 

Using an exact transformation of the many-body 

Hamiltonian, we have rigorously demonstrated that to 

lowest order in SOC the spin-wave stiffness is unchanged, 

but the dispersion in q is shifted by a wave vector qs that 

depends on the strength of the SOC and on the 

propagation direction of the spin wave, thus lifting the 

chiral degeneracy. This effect can be understood as a spin 

wave propagating in a spin-orbit twisted reference frame. 

The spin-orbit twist can be controlled via the SOC or via 

changes in the carrier density. This offers practical ways 

of controlling the spin-wave group velocity, which may 

lead to novel applications in spin-wave routing devices or 

spin-wave lenses. These results could open up promising 

alternatives to magnonics in ferromagnetic thin films. 

2. Spin waves in a chiral electron gas: Beyond 

Larmor’s theorem. Very recently, we have carried out 

systematic theoretical studies of chiral 2D electron gases 

in the presence of SOC. This work was done by the PI and 

graduate student Shahrzad Karimi. Larmor’s theorem 

states that in a system of interacting electrons in a 

Fig.1. Left: Raman scattering geometry and spin wave in a magnetized 

2DEG without SOC. Right: spin-orbit twisted spin wave. 

Fig.2. Momentum shift of the spin-wave 

dispersion and lifting of chiral degeneracy. 

The points are Raman scattering data, the 

lines are theory.  
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magnetic field B, the electrons precess with frequency 
*

2mgeBL  ; therefore, the spin wave 

dispersion has the limit Zqs  )0( . Based on Larmor’s theorem, we have derived a novel 

constraint on the dynamical exchange-correlation potential in time-dependent density-functional 

theory which must be satisfied by approximate functionals, and we showed that it is indeed 

satisfied by local approximations. In the presence of SOC, Larmor’s theorem is broken, and the 

spin-wave dispersion takes on the more general form 2

210 qEqEEs  in the limit of small 

wave vectors. Figure 3 shows experimental results (obtained by F. Perez and F. Baboux in Paris) 

for the angular modulation of the coefficients E0, E1 and E2, where the modulation amplitudes are 

determined by the SOC. We have carried out a systematic study of the spin waves in the 

presence of SOC, based on TDDFT linear response theory, and derived analytical expressions 

for E0 and E1 to lowest order in the Rashba and Dresselhaus coupling strengths. By comparing 

with experimental data, we are able to extract very accurately the strength of the dynamical 

exchange-correlation (xc) effects in the spin-polarized 2DEG. We discovered that there are 

significant deviations from the local-density approximation results, which shows that the 

development of more accurate (TD)DFT approaches for noncollinear spin systems remains an 

important and urgent task.  

 

3. Three- to two-dimensional crossover in TDDFT.  

The standard approximations in DFT are local and semilocal approximations (LDA, GGA). It 

has long been known for the ground state that LDA/GGA break down as a system transitions 

from 3D to 2D. We have performed the first systematic study in the dynamical case, where we 

investigated the xc kernel of TDDFT in various approximations. Specifically, we look at 

collective excitations of confined quasi-2D electron gases (inter- and intrasubband) as their width 

goes to zero. Semilocal xc kernels cause a breakdown at a critical width that is comparable to the 

2D Wigner-Seitz radius of the electron gas. Fortunately, many practical applications for 

nanostructures are in a quasi-2D regime where local approximations are still valid. We also 

studied orbital functionals such as the Slater exchange functionals, and found them to be robust 

under 3D-2D crossover.  

 

Fig.3. Experimental data for the angular modulation of the coefficients E0, E1 and E2  of the spin-wave 

dispersion of a 2DEG in the presence of SOC. 
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Future Plans 

 Spin waves in graphene. The PI and a graduate student, Matthew Anderson, are 

currently studying collective spin dynamics in doped graphene. The goal is to obtain spin-wave 

dispersions in the presence of SOC, and identify regimes and parameters where the expected 

modulation effects would be strong enough to facilitate experimental observation. 

Linewidth of spin waves. The PI and a graduate student, Shahrzad Karimi, will develop 

a model to calculate the linewidth of spin waves in magnetized quasi-2DEGs in CdMnTe caused 

by spin-flip impurity scattering. For this purpose, we will generalize the memory-function 

formalism [4] for the spin-dependent case. 

Spin-dependent STLS formalism. The PI will develop a generalization of the STLS 

formalism [5] to the case of noncollinear spins. This method will lead to a new and, hopefully, 

more accurate description of dynamical correlation effects in itinerant magnetic systems. 
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MATERIALS GENOME INNOVATION FOR COMPUTATIONAL SOFTWARE (MAGICS) 

Priya Vashishta 

Collaboratory for Advanced Computing and Simulations, Department of Chemical Engineering 
& Materials Science, Department of Physics & Astronomy, and Department of Computer 

Science, University of Southern California, Los Angeles, CA 90089-0242 

Keywords: Computational synthesis; Reactive force fields; Non-adiabatic MD software; 
Thermal conductivity software; pump-probe ultra fast X-ray laser experiments for validation 

MAGICS Center Team consists 11 investigators from 4 universities and 2 national laboratories. 
The Center supports 12 postdocs and software engineers, and 11 graduate students.  

• USC: Priya Vashishta–PI, Malancha Gupta, Rajiv K. Kalia, Aiichiro Nakano, Oleg Prezhdo 
• Rice University: Pulickel M. Ajayan 

• SLAC National Accelerator Laboratory: Uwe Bergmann and David Fritz 

• California Institute of Technology: William A. Goddard, III 
• Lawrence Berkeley National Laboratory: Kristin A. Persson 

• University of Missouri: David J. Singh 
In addition, two unfunded senior investigators are also involved in the Center Jayakanth 
Ravichandran, USC and Aaron Lindenberg, Stanford.  

Project Scope 

The MAGICS (Materials Genome Innovation for Computational Software) Center is about 

layered materials genome. Our goal is to develop and deliver validated first-principles based 

computational synthesis and characterization software, and carry out ultrafast pump-probe X-

ray laser experiments at LCLS. The software will aid the synthesis of stacked LMs by chemical 

vapor deposition (CVD), exfoliation, and intercalation (Fig. 1). The software will provide 
function-property-structure relationships and will be sufficiently general to help synthesis and 

characterization of other functional nanomaterials. The MAGICS software stack will include 

plug-ins for a wide range of properties and processes including heat and mass transport, and 
various methods for free energy calculation. 

 
Fig. 1: Layered materials genome: Computational software for the synthesis and characterizations of stacked 

functional LMs. iCVD–in itiated chemical vapor deposition; API–Application programming interface; LCLS–Linac 

Coherent Light Source; NAQMD–non-adiabatic quantum molecular dynamics; RMD–reactive molecular dynamics; 

AMD–accelerated molecular dynamics; MPI–Message passing interface; OpenMP–Open multi-p rocessing; CUDA–

Compute unified device architecture. 
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Recent Progress 

Current status of research in computational synthesis, software development, experimental 

validation, and software & data distribution is described briefly in four parts. 

1. NONADIABATIC MOLECULAR DYNAMICS SOFTWARE 

Nonadiabatic molecular dynamics software: USC team (Kalia, Nakano & Prezhdo) is 

developing a method for efficiently simulating nonadiabatic molecular dynamics (NAMD) of 
condensed phase systems by combining the Fragment Molecular Orbital (FMO) approach with 

the NAMD techniques implemented with the PYXAID suite of programs. The method obtains 
electronic structure, including force and non-adiabatic coupling, with the FMO approach by 
splitting the system into fragments and computing properties of each fragment subject to the 

external field due to other all other fragments. The efficiency of the developed technique is being 
tested on transition metal complexes. The approach has been implemented within the Python 

extension for the ab initio dynamics (PYXAID) simulation package, which is an open source 
program designed to handle nanoscale materials. 

2. DEVELOPMENT OF REACTIVE FORCE FIELD (REAXPQ) 

Development of ReaxPQ: Goddard (Caltech), Kalia and Vashishta (USC) and their two postdocs 
and two grad students are continuing the development of the ReaxPQ method with the PQEq 

formalism that also includes polarization. In PQEq methodology each atom is represented by a 
variable charge plus two fixed charges (core and shell), modeled with a Gaussian charge 
distribution. Caltech-USC team is applying the QM and ReaxPQ methods to the synthesis of 

MoS2 monolayers from the reaction of MoO3 and Sulfur and related layered systems. We have 
started computational synthesis simulations to study the elementary processes during CVD 

growth of transition-metal dichalcogenide (TMDC) layers. Specifically, for the growth of MoS2, 
we have simulated sulfidation of MoO3. The simulation results revealed significant lowering of 
activation free energy due to sulfur vacancy, indicating an essential roles of vacancies for CVD 

growth. We have also started the training of force-field parameters for multimillion-atom 
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reactive molecular dynamics (RMD) using these QMD simulation results as a training set. A key 
component of this effort is validation by ultrafast experiments done at LCLS (Lindenberg, 

Bergmann and Fritz). We are collaborating with Adri van Duen (Penn State) in the ReaxFF force 
field development. 

3. THERMAL CONDUCTIVITY SOFTWARE 

Thermal conductivity software: Singh and his postdoc are developing a flexible thermal 
conductivity package to be used in conjunction with atomistic simulations. This will include a 

general thermal conductivity calculation based on Green-Kubo formalism. The software package 
– Thermal Analysis - ThermAl) implements this along with a spectral analysis that will be of 

wide use in interpreting experimental data, especially with the ongoing development of 
experimental pump probe methods for energy and heat transport in materials. The code is being 
written in FORTRAN and incorporates a number of innovative features, especially as related to 

stochastic noise and sampling.  

4. VALIDATION  EXPERIMENTS 

Ajayan (Rice) and Bergmann, Fritz (SLAC-LCLS-Stanford) and three postdocs and one grad 
student are leading the experimental research effort focused on layered materials and artificially 
stacked 2D layer structures, with specific focus on the growth and characterization of these 

materials. Integration of LM with polymeric materials will be carried out in Gupta’a Lab at USC. 

Time resolved X-ray studies at the Linac Coherent Light Source (LCLS): We used ultrafast x-

ray diffraction to study how the electron-phonon interactions manipulate the atomic structure in 
TMDs.  We used a 400 nm optical laser pulse to excite charge carriers above bandgap in the 
sample and detect the induced change in atomic structure by measuring position and intensity of 

x-ray Bragg reflections. The experiment makes use of the ultrafast time resolution that is 
available for pump-probe experiments at LCLS. We were able to observe centroid shifts of the 

(002) reflection in bulk WSe2 after excitation with the pump laser. The data shows an initial 
compression of the layers followed by an expansion of the layers (see Fig. 2).  

Fig. 2: (Left ) Experimental setup. Incoming x-rays beam at 9.5 keV is focused on the sample in a grazing incident 

Bragg geometry. A 400 nm 50 fs laser pulse was used to excited carriers in the sample above the bandgap and the X-

ray diffraction is detected with a CSPAD detector. (Right) Centroid position of the (002) peak as a function of 

pump-probe delay time. 

Ultrafast electron diffraction (UED) at SLAC: We utilized the MeV ultrafast electron 
diffraction source at SLAC to explore the dynamics of charge carriers and lattice thermalization. 

The electron scattering cross section is 6 orders of magnitude larger than that of X-rays and 
subsequently yields a very good signal to noise ratio in the obtained diffraction patterns. This 

method allows us to measure incoherent lattice heat formation at different carrier density. Our 
initial results are shown in Fig. 3. We discover that this thermalization process of ~1 ps time 

322



scale is independent of the carrier density and postulate that this is due to very efficient detect-
assisted bimolecular recombination process.  

      
Fig. 3: Electron diffraction pattern from monolayer MoSe2 (left) and Bragg peak time dependence (right).    

5. SOFTWARE AND DATA DISTRIBUTION, AND TRAINING 

Software management: We are developing an open source software toolkit for 

computational synthesis and characterization of materials and disseminate it to broad 

computational materials science community. MAGICS software will be based on a layered 

architecture that provides: (1) simplicity and ease of use through simple application 
programming interfaces (APIs) and powerful core library; (2) extensibility, where a community 

of users can add new features such as plugins without modifying the core library; and (3) 
portable performance across existing and future platforms. To allow seamless I/O integration 

and communication, a common interface and workflow environment will be developed by 

expanding the Pymatgen framework. The MAGICS software stack (Fig. 1) will consist of the 
following layers: (1) scalable simulation engines on current and future computing platforms: 

Our NAQMD, RMD, and AMD simulation engines combine global scalability and local 
computational efficiency; (2) core library is focused on the tasks that are common to many 
simulation scenarios: nonequilibrium atomistic processes, far- from equilibrium processes, and 

optical and X-ray pump-probe processes; and (3) extensible plugins will implement additional 
features beyond the core library. Community-developed plugins will be made available at 

software portal for general use. Key features of the software: (1) exa-resilience will be achieved 
by algorithmically restoring lost information without expensive checkpointing; (2) high-

throughput many-task computing (MTC) to enable complex workflow of multiscale 

QMD/RMD/AMD simulations; (3) in situ data-mining and statistical learning services will be 
provided to examine NAQMD, RMD and AMD simulations, where queries will be performed on 
compressed data; scalable visual analytics services will be provided. For community code 

development and software distribution, bi-annual workshops have been budgeted, which train 
outside users and interfacing with the community of software developers. We will develop and 

maintain a scalable, open-source software package aimed for predictive computational synthesis. 
The software package will be available and distributed open-source to the community on Github. 

Data Management: We will store and disseminate relevant data produced by the Center, such 

as computed and experimentally determined materials properties and synthesis parameters, 
reaction pathways, transition states, precursors and substrates, etc., through USC-HPC and 

LBNL Materials Project (MP), adapting the flexibility of schemaless, or NoSQL, databases to 
support rapid evolution of requirements and scalability to large datasets.  
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Time-dependent density functional theories of charge, energy 

and spin transport and dynamics in nanoscale systems 

GRANTS  DE-FG02-05ER46203,  DE-FG02-05ER46204 

 
Principal Investigators: 

Giovanni Vignale, Department of Physics, University of Missouri, Columbia 

Massimiliano Di Ventra, Department of Physics, University of California, San Diego 

 

Project scope 
 

 The focus of this research program is on developing density functional methods for the 

calculation of non-equilibrium phenomena of the transport type (finite wavelength, low 

frequency) and of the dynamical type (long wavelength, high frequency). One such method is the 

time-dependent current density functional theory, in which the evolution of the physical system is 

mimicked in a fictitious non-interacting system subjected to an effective one-particle potential, 

which we approximate as a function of the equilibrium density and non-equilibrium current 

density. A second approach is the quantum continuum mechanics an orbital-free method in 

which the quantum stress tensor is expressed as a functional of the non-equilibrium current 

density, leading to a closed equation of motion for the latter. Part of this work is done in 

collaboration with Max Di Ventra at UCSD.   In the following we concentrate on the work we 

have recently done on extending the time-dependent density functional theory to thermoelectric 

transport phenomena, by introducing the (time-dependent) energy density as a new basic variable, 

and the Luttinger "gravitational" potential as its conjugate driving field.  We have shown that this 

approach generalizes the standard Landauer-Büttiker formalism and offers a relatively simple 

way to include electron-electron interaction effects. Calculations on simple non-interacting 

models already reveal interesting effects arising from the inclusion of the Luttinger potential, 

such as the anomalous sign of the transient charge current driven by a thermal gradient and 

propagating quantum temperature oscillations. Including electron-electron interactions we have 

identified thermal corrections to the ordinary single-particle resistivity [5], and estimated their 

magnitude vis-a-vis the better known viscosity corrections, which we introduced a few years ago.  

We are presently working on the implementation of the adiabatic local density approximation for 

the effective exchange-correlation potentials. In a parallel effort, we have completed a many-body 

theoretical calculation of the thermal conductivity of the two-dimensional interacting electron 

liquid, showing the existence of a simple relation between the thermal transport time and the 

quasiparticle lifetime, and a strong violation of the conventional Wiedemann-Franz law [3]. 

 

Recent progress 

 

1. Density Functional Theory of Thermoelectric Phenomena 
 

 The problem of calculating the thermal and electrical transport properties of nanoscale 

conductors is attracting great interest in the context of growing efforts to achieve efficient 

conversion of heat into electricity, and vice-versa. The recent development of scanning thermal 

microscopy, allowing for measurements of a local effective temperature on the atomic scale, 

provides strong motivation for extending the thermodynamic concept of temperature to non-

equilibrium situation (standard hydrodynamics already does this, to a limited extent). Many years 

ago Luttinger took an important step in this direction by proposing that the thermoelectric 

transport properties of a macroscopic electron liquid could be calculated by subjecting the system 
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to a space- and time-varying potential field (r,t).  The potential was to be linearly coupled to 

the energy density, for which Luttinger chose one all 

equivalent in the long-wavelength limit. Luttinger's idea was that the dynamical response of the 

system to the varying potential would be equivalent to the response to a temperature gradient in 

situations in which the latter is slowly varying, but would extend the concept of thermal response 

to situations in which the traditional notion of temperature is no longer meaningful. The gradient 

of this potential drives the thermal current, just as the gradient of the electric potential drives the 

electric current. 

 In a recent paper [1] we have developed Luttinger's idea into a full-fledged time-

dependent density functional theory of local temperature and associated energy density variations, 

which should be useful for the ab-initio study of thermoelectric phenomena in electronic systems. 

We have identified the excess-energy density  i.e., the difference between the actual energy 

density and the energy that would be in equilibrium with the instantaneous particle density  as a 

second basic variable of the theory, in addition to the particle density. Both the particle density 

and the excess energy density are reproduced  exactly, in principle  in an effective non-

interacting Kohn-Sham system.  The time evolution of this effective system is driven by a new 

kind of Kohn-Sham equation, featuring a time-dependent and spatially varying mass, which 

represents local temperature variations.  This is precisely how the Luttinger  potential enters 

the Schrödinger equation of a noninteracting system.  We have examined the two basic 

approximation strategies for the effective potentials that enter the Kohn-Sham equation.  In the 

adiabatic approximation the interaction contribution to the Kohn-Sham effective potential is 

related to the entropy, the latter viewed as a functional of the particle and energy density of the 

homogeneous electron gas.  In the first step beyond the adiabatic approximation the time 

derivatives of the density and energy density make their appearance as arguments of the potential 

functional.  These quantities are related to the longitudinal parts of the particle and energy 

currents.  In a homogeneous electron gas, the currents are related to their conjugate fields by a 

well-known matrix of thermoelectric transport coefficients.  Based on this observation, we have 

been able to show that the leading dissipative contributions to the Kohn-Sham potential can be 

expressed in terms of the particle and thermal currents and of the thermoelectric linear transport 

coefficients of the homogeneous electron gas. The practical implementation of the adiabatic local 

density approximation (ALDA) is presently underway: the process is complicated by the 

existence of constraints on the admissible values of the energy density of a uniform electron gas, 

which can be locally violated in the inhomogeneous electron gas.  In the meanwhile, making use 

of the leading dissipative corrections to the ALDA we have been able to estimate the magnitude 

of many-body thermal corrections to the resistivity.  When an electric current passes through an 

inhomogeneous electronic system temperature gradients arise across inhomogeneities: these 

temperature gradients generate electric potential gradients (via the Peltier effect) and thus 

contribute to the total resistance of the structure.  The magnitude of the effect is controlled by the 

thermal conductivity, which – in the absence of effective electron-impurity and electron-phonon 

collision - is defined by electron-electron interactions (this is why we characterize this as a many-

body effect).  Making use of our calculated values for the thermal conductivity of the interacting 

electron liquid [3], we have found the thermal correction to the resistivity to be comparable to, 

but generally smaller than the many-body viscous correction [6].    

 

2. Model calculation for noninteracting systems 

 
 

 

 

 

Fig. 1: Sketch of the model studied in Ref. [2] 
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In our recent  papers we have worked out a few applications of Luttinger's potential idea to the 

calculation of thermal transport through a nanoscale  junction. This means that we completely 

replace the different temperatures in the reservoirs by potentials. The conventional statistical 

temperature remains constant throughout the system. To calculate the currents we closely follow 

the formulation of the non-equilibrium Green's function theory, in which the leads and the 

nanoscale system are initially in equilibrium with a unique reservoir at a single chemical potential 

and temperature.  At the initial time different electric potentials and Luttinger fields are applied to 

the leads. The resulting electric and thermal currents are calculated in the long-time limit. Our 

main result is that, for a non-interacting system, in the linear response regime, the current 

calculated in this manner coincides with the current calculated in the Landauer-Büttiker (LB) 

approach. Furthermore we demonstrate that the LB result can be fully recovered in the non-linear 

regime, if the  potentials are applied during the initial preparation of the system, and turned off 

at the initial time. This is good news, which builds confidence in the general applicability of 

Luttinger's approach to nanoscale conductors.  Many-body effects were not included in these 

calculations, but we expect to be able to handle them through the density-functional formalism of 

Ref. [1]. In practice, we have done our calculation for the simple model described in Fig. 1, 

describing a single impurity site coupled to semi-infinite leads, and we have carefully compared 

the results of the  potential approach with those of the conventional LB approach, in both the 

linear and nonlinear regimes.    Fig. 2 presents representative results for the thermal currents that 

flow in response to applied voltages and temperature gradients. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

Fig. 3 presents additional results on the single impurity system, in which we now study the 

transient behavior of the current before a steady state is reached after a rapid increase of the 

temperature in one of the reservoirs [4]. 

 

Fig. 2. Comparison of the steady-state heat current 

Q in the  ential approach and in the LB 

approach. The currents are plotted against the 

potential bias U in units of the hopping t. The upper 

panel depicts the currents when the temperature in 

the left lead is raised to twice its initial value and 

the lower panel shows the heat current when the 

temperature in the left lead is reduced to half its 

initial value. The dashed, black curve is the heat 

current at zero relative temperature variation. The 

circles (red curve, labeled TM) correspond to the 

current in the  potential approach and the squares 

(green curve, labeled LB) to the LB approach. 
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The most striking feature in this plot is the sign of the charge current IL from the left reservoir, 

which is initially negative, indicating a counterintuitive transfer of charge from the impurity site 

to the left reservoir.  What happens is that the sudden rise in temperature of the left reservoir 

requires a rapid redistribution of the electrons from below to above the chemical potential. The 

presence of the impurity assists–at short times–this redistribution by providing electrons above 

the chemical potential and the impurity density drops initially.  At long times IL and IR settle to 

the intuitively expected values.  

We have also calculated the energy propagation and the emergence of quantum temperature 

oscillations along a nanowire, modeled as a tight binding chain of 100 sites stretched between two 

reservoirs.  Fig. 4a shows the propagation of the energy density following a temperature rise in 

the left reservoir, and Fig. 4b is the steady-state distribution of the temperature along the wire. 

 

  

  

 

 

 

Planned activities 
 

Our next step will be the implementation of the adiabatic local density approximation for the 

density functional method of Ref. [1].  This will be applied to the study of interaction effects  in 

the propagation of heat pulses in quantum dots and nanowires. 
 

Fig. 3. Plot showing the transient density change, 

δn(t), of the impurity site and the currents 

between left lead and impurity, IL (t ), and right 

lead and impurity, IR (t ), respectively. The 

corresponding steady-state values are indicated by 

the horizontal dashed lines. The inset shows the 

Fourier transform of the density change of the 

long-time tail. The structure of this power 

spectrum reflects the distribution of energy levels 

in the leads (from Ref. [4]) 

Fig. 4.  (a) Plot of the transient energy wave propagating through the nanowire after a rise in the temperature 

of the left reservoir. t is the natural time scale for the hopping of an electron from the reservoir to the 

nanowire.  (b) Steady-state local temperature distributions in the nanowire determined by a “probe” lead as 

in Fig. 2. The red lines correspond to an initial temperature of kBT0 = 0.25V and the blue lines to kB T0 = 

0.025V . The local temperature for the lower initial temperature exhibit typical 2kF Friedel oscillations.  

 

   

 

(a) (b) 
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Project Scope 
  

The synergistic research program “Quantum Mesoscopic Materials” conducts in-depth 
theoretical investigation into the physics of quantum mesoscopic materials.  Our research 
is carried out in close collaboration with experimental groups around the globe. The 
materials of interest are systems, whose thermodynamics and statistics are controlled by 
quantum interference and quantum fluctuations and their interplay with quantum 
correlations, long-range interactions, and disorder.  The main objects of our research are 
materials that exhibit effects of coherence on the meso- and macro-scales and mediate 
entanglement phenomena.  Our immediate focus objectives are quantum coherent phase 
transitions and far from equilibrium phenomena.  Exemplary recent accomplishments 
include the discovery and in-depth investigation of the novel low-temperature 
superinsulating state in strongly disordered superconducting films; the discovery of 
reentrant superconductivity in nano-patterned superconducting films and strips at high 
magnetic fields, a novel concept of critical superconductivity in nano-size systems and 
multiband superconductors, the discovery and in-depth investigation of the dynamic 
vortex Mott transition, and developing a systematic universal theory of nonequilibrium 
phase transitions based on non-Hermitian quantum mechanics.  In what follows we 
highlight this new emergent direction, a theory of out-of-equilibrium phase transitions. 
 

Recent Progress 
 

Past years have seen marked progress along 
the program focus lines including the discovery 
of a novel critical superconductivity, 
breakthroughs in the description of the electric 
response of Cooper pair insulators, and 
entanglement and quantum interference 
effects in mesoscopic structures. Below we 
highlight one of the major achievements, the 
discovery of the dynamic vortex Mott 
transition and the related introduction of a 
universal approach to a predictive description 
of out-of-equilibrium instabilities and phase 
transitions.  
 

Dynamic Mott transition – In collaboration 
with the experimental group at the University 
of Twente (Netherlands), we discovered a dynamic vortex Mott transition in proximity 
arrays of nano-scale superconducting islands [1] and revealed the related critical behavior. 
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The non-equilibrium transition between vortex Mott insulating and metallic phases has 
been observed at commensurate fillings of the underlying square lattice of vortex traps 
upon increasing the applied electric current.  The scaling exponents reveal different 
universality classes depending on the filling factor.  In a subsequent work [2] we identified 
non-Hermitian quantum mechanics as a universal tool for the description of out-of-
equilibrium phenomena in open dissipative systems.  This allowed us to develop a theory 
for the dynamic Mott transition based on parity-time reversal (PT) symmetry breaking 
mechanism.  Utilizing the Bethe ansatz treatment of the non-Hermitian extension of the 
Hubbard model, we derived the critical exponents of the Mott insulator-metal transition 
that are in an excellent agreement with experimental findings.  Importantly, our findings 
open a route for the detailed investigation of strongly correlated quantum systems via 
experiments based on easily accessible tunable classic vortex arrays. 
 

Spin-transfer torque-driven spin systems – Building on the success of the description of 
the dynamic Mott transition, we undertook the appealing task of constructing a similar 
non-Hermitian approach to out-of-equilibrium behavior to a completely different physical 
system demonstrating thus the universality of our technique. We succeeded in 
establishing a non-Hermitian generalization of the Hamiltonian description of the 
dissipative dynamics of non-equilibrium spin systems [3].  In our formulation the non-
Hermiticity describes both, dissipation and action of non-conservative forces.  In the 
classical limit, the novel approach revealed a driven spin-torque-transfer parity-time 
symmetry breaking phase transition between precessional and exponentially damped spin 
dynamics.  The predicted effect has been verified by micromagnetic simulations and holds 
high promise as a platform for switching units in low-power spintronic devices. 
 

Future Plans 
 

We highlight the direction of research directly related to constructing a non-Hermitian 
theory of non-equilibrium phase transitions and instabilities. Our success in establishing 
non-Hermitian quantum mechanics as a universal tool for studying out-of-equilibrium 
physics allowed to tackle unresolved challenges that mark the emergence of new science 
that will push the frontiers of our knowledge well beyond the existing understanding of 
equilibrium physics and thermodynamics.  The fundamental questions to resolve include:  
(i)  What are similarities and differences between non-equilibrium phase transitions 

and their equilibrium counterparts in the same quantum system? If the transitions 
are continuous, what are their critical exponents? Which symmetries are broken, if 
any?  

(ii) What is the role of dissipative processes?  
(iii) Is it possible to develop a general non-Hermitian Hamiltonian formulation for the 

quantitative description of non-equilibrium steady states and phase transitions in 
open dissipative quantum systems?  

(iv) How does disorder affect dynamic phase transitions? 
 
Importantly, in resolving these questions extensive large-scale computations are expected 
to play a prime role. Our discovery of the dynamic vortex Mott transition opened a route to 
investigate fundamental properties of strongly correlated quantum systems that are not 
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accessible by traditional means of exploring electronic systems suffering inevitable 
detrimental effects of disorder. We intend to investigate hybrid magnet/superconductor 
(M/SC) structures that will offer unprecedented opportunity for the cleanest tuning the 
properties of vortex arrays to realize Mott transitions. It will be possible to uncover 
mechanisms interconnecting localization, long-range interactions, and fluctuation effects. 
From the application point of view, the Mott metal-insulator transition (MIT) offers a new 
kind of transistor controlled by applied current or electric field.  Our study of vortex 
systems controlled by tunable magnetization will reveal self-healing vortex patterns and 
their controlled manipulation.  Their counterparts in the dual electronic system will 
enable MIT-based transistors.  We intend to develop a theoretical/numerical technique for 
the quantitative description of hybrid SC/M structures employing a system of coupled 
time-dependent Ginzburg-Landau equations [6] for the dynamics of the superconducting 
order parameter and the Landau–Lifshitz–Gilbert equation describing the magnetization 
of the magnetic structure.  Both sets are coupled through boundary conditions for the 
magnetic vector potential. Separate solutions for either superconductors or magnetic 
systems, are well known, but so far there are no solutions to the system of coupled 
dynamic equations applicable to realistic samples.  We will study the dynamics in 
mesoscopic 3D hybrid SC/M structures involving a few billion degrees of freedom per 
system.  We will implement the solver for the equation system targeting the upcoming 
next generation Intel Xeon Phi architecture (i.e., the new leadership class machines Theta 
& Aurora) to tackle this numerical challenge.  Beside the fundamental insights, it will open 
pathways for energy-related applications and design of novel quantum electronics circuits. 
 
Correspondingly, the main directions/goals of our future research integrating analytical 
and numerical methods are as follows: 
 Microscopic origin of imaginary vector potential (field): We conjectured that the 

imaginary vector potential or field that measures the degree of non-Hermiticity is 
directly related to the applied driving field. We intend to reveal the microscopic origin 
of imaginary driving field. As a first step we will couple fermionic Hubbard models in 
the presence of an applied bias to a bosonic bath and integrate out the bath degrees of 
freedom and derive the emerging imaginary driving field. 

 Non-equilibrium Mott transition in the Ambegaokar-Eckern-Schön (AES) model 
of granular metals: Transport in the insulating state of granular metals is governed by 
the competition of inter-grain tunneling with the Coulomb blockade effects which is 
also the key physical process governing Mott transitions in the Hubbard model. The 
standard approach is to eliminate the fermionic degrees of freedom in order to 
obtaining an effective action for the fluctuating electromagnetic phases on the 
individual grains, known as Ambegaokar-Eckern-Schön (AES) model.  We will utilize 
this model to study the nonequilibrium Mott transition in the presence of a driving 
electric field and relate it to the PT-symmetry approach. 

 Non-linear dynamic Mott transition: We will investigate underlying mechanisms of 
the dynamic Mott insulator-metal transitions in one- and two-dimensional quantum 
systems at fractional lattice fillings. We will study different universality classes of the 
phase transitions caused by spontaneous parity-time symmetry breaking and address 
the new effect of multiple dynamic Mott transitions in highly non-linear systems. 
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 Coupled spin systems: Based on the non-Hermitian Hamiltonian formalism developed 
for a single-spin system, we will investigate temporal dynamics and phase transitions 
in spin-chains and two-dimensional spin textures. We will utilize the result that action 
of spin-polarized current can be described as applied imaginary magnetic field to study 
Lee-Yang zeros in ferromagnetic Ising and Heisenberg models, and, more generally, 
dynamics and thermodynamics in the complex plane of physical parameters. 

 Instabilities in driven systems as parity-time symmetry-breaking phenomenon: 
We will further apply non-Hermitian quantum mechanics to strongly correlated 
condensed matter systems out of equilibrium. We will investigate non-equilibrium 
phase transitions in parity-time-symmetric Bose-Fermi mixtures and unconventional 
superconductors, with the emphasis on current-driven dynamics of vortices. 

 Topological structures in ferroics: We will closely collaborate with Axel Hoffmann’s 
group at MSD that studies non-linear transitions in topologically non-trivial spin 
textures (e.g., skyrmions and domain walls). The developed non-Hermitian formalism 
offers a perfect tool for a non-perturbative description of topological spin excitations in 
magnetic systems. We will investigate skyrmions and toroidal dipoles, in ferroelectric 
materials as a platform for a new generation of ultra-low power information-storage 
and transmission elements in emergent oxide-based nanoelectronics. Protected by 
topological stability requirements, polarization skyrmions and toroidal dipoles, have 
long lifetimes that makes them most reliable information carriers. The polarization 
skyrmions are of about atomic size allowing to dramatically compactify information 
storage and increase the information processing speed. 

 Quantum tunneling of spins: the non-Hermitian Hamiltonian formalism developed 
for single-spin systems will be generalized to a theory of quantum spin tunneling in 
open dissipative systems. The interest is motivated by the promise of using single-
molecule nanomagnets as building blocks in spintronic devices. Geometric phase 
effects and topology play a crucial role in quantum spin dynamics, and the non-
Hermitian formalism based on spin-coherent-state path integrals appears as the most 
adequate approach for this challenging problem.  
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Project Scope 

The primary goal of this project is to develop high-quality computational methods for reaching 

long time scales in the atomistic simulation of materials.  While direct molecular dynamics 

(MD) is limited to roughly one microsecond, it is often crucial to understand the dynamics on 

longer time scales. We focus on infrequent-events, typically activated processes, as this 

characterizes the long-time dynamics of many materials of importance to LANL, BES and DOE 

missions.  For this type of system, we can exploit the infrequent-event nature to shorten the time 

between successive events, and hence probe the behavior at much longer times.  Largely under 

this BES program, we have developed the accelerated molecular dynamics (AMD) approach, in 

which we let the system trajectory itself find an appropriate way out of each state, eliminating 

the need to pre-specify, or to search for, all possible escape paths from a state.   The key is to 

find the next escape path more quickly than MD would, while maintaining high accuracy in the 

resulting state-to-state dynamics. The methods in this AMD class are hyperdynamics, in which 

the potential surface is carefully modified to accelerate the escape dynamics, parallel-replica 

dynamics (ParRep), in which many replicas of the system are evolved simultaneously to 

effectively parallelize time, and temperature accelerated dynamics (TAD), in which a high-

temperature trajectory is employed to quickly scan for the first escape that should occur at the 

lower temperature.  With these core methods in place, our main focus now is on making them 

more powerful and efficient for a wide variety of systems, and on applying them to materials 

problems of relevance to DOE/BES as well as the DOE mission more broadly. 

 

Recent Progress 

Here are selected highlights from the past two years. 

 

SpecTAD – We developed a new and powerful approach for parallelizing temperature 

accelerated dynamics: speculatively parallelized TAD (SpecTAD).  The key concept is to use 

speculation on the outcome of a TAD simulation in order to expose additional parallelization 

opportunities. This is achieved by immediately spawning a child process in parallel each time an 

attempted escape event is observed, if it has a chance of later becoming the accepted event.  

This child process, a complete, independent TAD simulation in the state to which the system 

made its attempted escape, is continued as long as this event potentially may be accepted by the 

parent simulation.  The result is a method that can move from one state to the next as quickly as 

the correct transition is seen at high temperature, giving significant speedup over conventional 

TAD (see Fig. 1).  As an initial example, we simulated the deposition of one monolayer (ML) of 

Cu onto the Ag(100) surface, matching the experimental  deposition rate of 0.04 ML/s and 

temperature of T=77K.  Earlier TAD simulations on this same system required months of wall-
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clock time to reach one monolayer.  By 

providing 128 cores for speculation, the 

same coverage was achieved by SpecTAD 

in ~10 hours for an overall boost factor of 

one billion.  

 

Application of SpecTAD to Spinel – In 

collaboration with Blas P. Uberuaga’s BES 

program at LANL (Phase Stability of Multi-

Component Nanocomposites Under 

Irradiation), we have applied SpecTAD to 

investigate the effects of di-vacancy and di-

interstitial formation on the mobility of the component defects in magnesium aluminate spinel 

(MgAl2O4), a ceramic with a range of technical applications including use as a radiation tolerant 

material in extreme environments.  We found that the clustering of Al and O vacancies 

drastically reduces the mobility of both defects, while the clustering of Mg and O vacancies 

completely immobilizes them; this has consequences for stability under irradiation.  The 

complex diffusion pathways (e.g., see Fig. 2) required extremely long simulations that would 

not have been feasible with pre-SpecTAD methods. 

 

Accelerated quantum dynamics – Nuclear quantum effects – deviations from purely classical 

atomistic dynamics – are well known to be important in systems containing light elements at 

low temperature. While direct solution of the nuclear Schrodinger equation is prohibitive, semi-

classical trajectory approaches, such as ring-polymer molecular dynamics (RPMD), are known 

to give a very good approximation to quantum zero-point and tunneling effects in activated 

escape processes. We have now shown that the ParRep method can be effectively combined 

with such approaches. The combined method is a powerful tool for reaching long time scales in 

complex infrequent-event systems where quantum dynamics are important. We demonstrated 

that it can be applied effectively to study interstitial helium diffusion in Fe and Fe-Cr alloy at 

low temperature (see Fig. 3).   

 
Figure 2: Dominant migration pathways for a dimer defect comprised of an oxygen vacancy and an aluminum 
vacancy in MgAl2O4 spinel.  Elucidation of this process required evolving with SpecTAD for billions of transitions. 

 
Figure 1: Simulation time versus number of cores showing 
the gains possible with SpecTAD compared to MD and 
standard TAD for a prototype low-barrier system. 
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ParSplice - We introduced a new AMD simulation 

technique, Parallel Trajectory Splicing (ParSplice), 

in which trajectory segments, generated in parallel, 

are spliced end-to-end to create a rigorously valid 

long-time trajectory.  Segments are generated in 

proportion to the expected likelihood that they will 

be used to extend the state-to-state trajectory, 

which is estimated using a kinetic model that is 

built on the fly.  This simultaneous generation of 

segments in multiple states leads to very good 

scalabilit

y. We 

validated 

the 

method 

on a simple Ag surface system and demonstrated 

substantial increases in efficiency compared to 

ParRep (c.f. Fig. 4). This exceptional scalability was 

recently demonstrated on LANL’s Trinity 

supercomputer using up to 200,000 replicas. Note that 

the initial and key conceptual development of 

ParSplice was carried out under this BES program; 

current implementation efforts are supported by 

LANL/LDRD. 

 

Future Plans   

Our method development efforts will be focused on 

two main thrusts that we consider critical to the future 

development of AMD methods, namely, development 

of AMD methods for the exascale era, and further development of AMD methods for complex 

systems. 

 
AMD at the exascale – The arrival of exascale computing, anticipated for just a few years from 

now, offers a great opportunity while also posing a daunting challenge.  The raw computing 

power of such machines could enable MD simulation of materials on the timescale of seconds, 

but, in reality, the same microsecond timescale limit will persist when using traditional 

parallelization approaches. To meet this challenge, we plan to combine the ParSplice and 

SpecTAD methodologies into a unified, versatile framework for extreme scale simulations. We 

will also couple this new approach with spatial parallelization strategies in order to extend the 

range of size and time-scales that will be accessible at the exascale. We will also continue to 

advance our recently developed local hyperdynamics methodology, which allows 

hyperdynamics speedup on arbitrarily large systems (e.g., billions or trillions of atoms) with 

only a minor additional locality approximation.   

 

 
Figure 3: He diffusion in Fe, computed using 
ParRep combined with ring polymer MD (RPMD) 
showing the importance of quantum effects as 
well as the deficiency of standard quantum HTST 
approaches. 

 
Figure 4: Computational speedup versus 
number of processors for simulating dynamics 
of an adatom trimer on the Ag(100) surface 
using ParRep (magenta and pale blue lines) or 
ParSplice (blue line). The red line denotes 
perfect parallel efficiency. 
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AMD for complex systems – An important and ongoing challenge facing AMD methods is to 

extend their applicability to encompass increasingly complex systems. We will focus on two 

approaches that should significantly extend the reach of AMD: the development of a generalized 

ParRep method based on the concept of quasi-stationary (QSD) distributions, and the further 

extension of AMD methods into the realm of quantum nuclear dynamics.  The first of these 

builds on the recently developed understanding of the generality of ParRep and ParRep-based 

methods, allowing arbitrary definition of the states of the system.  For the latter, we plan to 

adapt the TAD and hyperdynamics methods to RPMD.  

 

Applications – Applications of AMD methods are essential to demonstrate the power of the 

methods but also to inform further development in a way that maximizes the impact on the 

problems of interest to DOE and on the field at large. We will continue our work with Blas 

Uberuaga’s BES program on simulating disordered oxides, and initiate a collaboration with 

Carlos Tomé's BES on twin-twin interactions in HCP metals. We will also actively pursue our 

collaboration with an ongoing OFES/SciDAC program on plasma/surface interactions, and as 

well leverage the expertise of visitors in the group to investigate the long-time morphological 

stability of nanoparticles and dislocation/impurities interactions in metals. 
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Project Scope 

“The f-electron challenge” in rare earth and actinide-bearing materials is one of the current 

scientific grand challenges in physics, chemistry, and materials science. While density functional 

theory (DFT) and computational codes based on the Kohn-Sham approach are highly effective 

and have been applied successfully to the prediction of the structures and properties of many 

materials, it fails for materials with strongly-correlated electrons. The scope of this project is to 

pursue the development of first-principles theory, algorithms and computational codes that are 

different from the approaches currently available for strongly correlated electron systems. We 

will develop a unified density functional theory and computational approach that can incorporate 

strong correlation effects in a truly first-principles, self-consistent manner without empirical 

Hubbard U and Hund’s J parameters. Computationally efficient and tractable algorithms and 

approaches for treating strong correlation, spin-orbit coupling, as well as crystal field effects 

under the new density functional formalism will also be developed and implemented to 

quantitatively describe the electronic properties and energetics of strongly correlated electron 

materials.  Such a computational algorithm and code is highly desirable and would be widely 

applicable to many systems. This development is new and therefore should be considered as high 

risk, but it also has the potential for high payoff. 

 

Recent Progress 

Improved LDA+Gutzwiller approach and applications to Ce and Pu 

 

Our development of first-principles theory and method for correlated electron systems is based 

on the Gutzwiller density functional theory (G-DFT) developed by Ho, Schmalian and Wang in 

2008 (Phys. Rev. B, 77, 073101). In contrast to the Kohn-Sham approach where the kinetic 

energy functional is introduced in reference to a non-interacting electron system, the G-DFT 

introduces a new kinetic energy functional in reference to an interacting electron system with 

exact treatment of the onsite kinetic energy and the Coulomb repulsion while using the 

Gutzwiller approximation for interactions between localized and delocalized electrons. This new 

energy functional yields a set of self-consistent one-particle Schrödinger equations analogous to 

LDA. At the same time, it also introduces additional variational degrees of freedom in the 

problem corresponding to the occupations of various local (many-body) electronic configurations 

in the system.  
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Fig. 1 a. Six allotropes of Pu; b. The equilibrium volumes of the six phases of Pu obtained from our 

LDA+G calculations are in very good agreement with experiment, while LDA predict much smaller 

and almost constant volumes; c. The binding energies of the six phases of Pu obtained from our 

LDA+G calculations are in  good agreement with experiment, while LDA predict much larger binding 

energies; d. the pressure-volume curve of the α-Pu obtained from our LDA+G calculations are in very 

good agreement with experiment, while LDA give too small pressure and volume. 

a b c
d

As an intermediate step towards the development of fully self-consistent G-DFT and 

computational code, we have developed a general efficient method to solve the equations 

associated with the local electronic configuration occupation probabilities {PΓ} under Gutzwiller 

approximation derived from the G-DFT.  By combining this efficient Gutzwiller solver with 

DFT, we have developed an efficient LDA+Gutzwiller (LDA+G) method for calculating the 

electronic structure and total energy of strongly correlated electron systems [2,3,4,7].  Our 

improved LDA+G method goes beyond density-type Coulomb interactions and includes the full 

intra-atomic interactions.  The method makes the on-site many electron interactions comply with 

Hund’s rules and reproduces the essential features of low-lying multiplet excitations and 

incorporates the symmetry of the ligand field.  Spin-orbit coupling and crystal field effects are 

also included.  The LDA+G predict correctly the volume collapsed γ-α isostructural transition in 

Ce (PRL 111, 196801 (2013)).  We also applied the LDA+G method to the study of the 

energetics and electronic structure of plutonium, in collaboration with G. Kotliar’s group at 

Rutgers [4].  Pu is the most exotic and mysterious element in the periodic table. It has six 

metallic allotropes and peculiar physical properties not yet understood.  Using LDA+G, we have 

calculated the zero-temperature energies and equilibrium volumes of the six phases of Pu.  The 

results of relative phase stability and equilibrium volumes of the phases compare well with 

experimental measurements [4] as one can see from Fig. 1.  Our calculations also clarify how the 

electron correlations determine the unusual behavior of Pu solid. 

 

 

Correlation matrix renormalization (CMR) method for first-principles calculation of 

correlated electron systems without using empirical Hubbard U and Hund’s J parameters 
  

We also developed a correlation matrix renormalization (CMR) approximation [1, 6, 8, 9] to 

incorporate efficiently strong correlation effects into self-consistent first-principles calculations 

without using adjustable Hubbard U and Hund’s J.  In this approach, the commonly-adopted 

Gutzwiller approximation for evaluation of the one electron density matrix is extended to treat 

the evaluation of the two-electron correlation matrix of the system.  Both one-electron density 

and two-electron correlation matrices evaluated from the Hartree-Fock (HF) calculations are 

renormalized according to the local electron correlation effects.  The CMR method does not have 

the double counting problems commonly encountered in many previous many-body approaches.  
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Fig. 2 Binding energy curves of N2, F2, HF, CO, NH3 

and CH4. The CMR and CI calculations are based on 

quasiatomic minimal basis orbitals (QUAMBOs). The 

results from CMR agree well with CI and experimental 

results. 

The computational workload of our 

CMR method is similar to the Hartree-

Fock approach while the results would 

be comparable to high-level quantum 

chemistry calculations.  Moreover, the 

description of intersite electron 

interactions in CMR can be further 

improved by imposing the sum-rule 

between the one electron and two 

electron density matrices. The CMR 

method has been tested by studying the 

binding and dissociation behavior of 

various small molecules, where 

correlation changes from the weak to 

strong regime as the bond lengths 

between the atoms increase.  We found 

the binding and dissociation behavior of 

the molecules calculated from the CMR 

method agrees well with the results 

from the high-level quantum chemistry 

CI calculations and available 

experimental data [8, 9] as one can also 

see from the examples shown in Fig. 2.   

 

Future Plans 

In the future studies, we will focus on further development of the CMR method for accurate and 

efficient first-principles calculation of correlated electron systems without using empirical 

Hubbard U and Hund’s J parameters. 

 

1) We will continue to improve the CMR method for describing the binding and 

dissociation behavior of molecular systems. From the benchmark test results discussed in 

the recent progress section, we can see that the current CMR method describes well the 

binding and dissociation behavior of molecules with s and p electrons. While we will 

continue to test the scheme for more s-p electron molecules, we will extend the method to 

treat molecules with d and f electrons. The prototype d and f electron molecules to be 

studied are Cr dimer and Ce dimer. It has been shown that accurate description of Cr is a 

very challenging and need careful treatments of electron correlations. Accurate bonding 

energy curve for Cr dimer from high-level quantum chemistry CI calculation is available. 

For Ce dimer, we will also compare the results from the CMR calculations with those 

from high-level quantum chemistry calculations. Through detail comparisons with the 

accurate quantum chemistry calculation results for these small molecules, we will learn 

how to accurately and efficiently treat the correlated d and f elections in our CMR 

approximations. The knowledge learned from such benchmark studies will help us to 

develop CMR method for bulk systems discussed below.  
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2) In parallel to the molecular calculations, we will develop the theory, computational 

algorithm, and code for CMR calculation of bulk systems. We will start the bulk CMR 

calculations for s-p electron systems where accurate results from the Kohn-Sham density 

functional theory are available for comparison. From such benchmark calculations and 

comparisons, we will learn how to accurately and efficiently incorporate the exchange-

correlation functional from DFT with our CMR approach. The CMR bulk calculations 

will be extended to include d and f electrons once we learn more about how to treat d and 

f electron correlations from the molecular calculations discussed above. 
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Project Scope 
 
The program has two main themes. The first one investigates the correlated electronic 
structure, emergent quantum electronic states, low energy excitations, and 
unconventional superconductivity in transition metal oxides, pnictides, and chalcogenides. 
The focuses are on the high-Tc cuprates, the Fe-pnictides and Fe-chalcogenides 
superconductors, and the strongly spin-orbit coupled iridates. This part of the program is 
often motivated by and stays close to current experimental discoveries. The outcome will 
advance our theoretical understanding of the low-temperature collective quantum 
mechanical properties of the charge, spin, orbital, and lattice degrees of freedom in 
correlated electron materials. An important, integral part of the program has been the 
close and fruitful collaborations with experimental groups with expertise in, e.g., angle 
resolved photoemission (ARPES), scanning tunneling microscopy (STM); neutron 
scattering, and nuclear magnetic resonance (NMR). The second theme of the program 
investigates fundamental, yet unresolved problems of strong correlation by developing 
reliable, analytical methods and approaches. The primary focus has been on the ``standard 
models'' of correlated electrons in Mott-Hubbard systems; namely the Hubbard model and 
its necessary physical extensions. Examples include the Mott transition, the Mott insulator 
and the fractionalized spin liquids; the interplay between strong correlation and spin orbit 
coupling (SOC); the nature of the AF insulators; and the interplay between strong 
correlation, geometric frustration and topological order.  
 
Issues that have been studied and addressed in the project recently includes: 1) combined 
experimental and theoretical study of the nature and the origin of the electron nematic 
order in FeSe superconductors, 2) electronic structure and hidden order in parent and 
electron doped perovskite iridates Sr2IrO4 with strong SOC, 3) the origin of the Mott 
transition and the fractionalized spin-liquid Mott insulator from an asymptotic solution of 
the Hubbard model; 4) correlation induced chiral spin density wave order and its 
topological properties in frustrated honeycomb and bilayer triangular lattices; (5) 
disorder and metal insulator transitions in Weyl semimetals. 
 

Recent Progress 
 
Below are some highlights of progress made in the past 2 years. 
 
Nature of the electron nematicity in Fe-chalcogenide superconductor FeSe – The 
electron nematic order, a quantum state that breaks lattice rotational symmetry but not 
translation symmetry, is arguably the most unconventional and poorly understood phase 
in Fe-based superconductors (FeSC). In collaboration with Hong Ding’s ARPES group, we 
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discovered some of the most novel properties of the nematic order in bulk FeSe. An 
important theoretical insight is that the rotational symmetry breaking associated with 
nematic order would remove the band degeneracies of the quantum electron states at 
certain high symmetry points in the Broullion zone. This offers a unique way to determine 
the nature of the nematicity by ARPES. We studied the temperature dependence, 
momentum space anisotropy, and the domain effects of the degeneracy splitting and 
concluded that the nematic order in FeSe is different from the commonly discussed local 
ferro-orbital order; it must involve spatially extended correlations and is consistent with a 
rotational symmetry breaking d-wave bond order termed as d-wave nematic bond order. 
 
Interatomic Coulomb interaction as the origin for strong band renormalization and 
d-wave nematic bond order in FeSe – Motivated by our experimental findings, we 
investigated the microscopic origin of the nematic phase in FeSe.  A complete symmetry 
analysis of the band degeneracy was carried out and all possible degeneracy lifting 
electronic orders are classified for FeSC. We found that there exists ``hidden'' antiunitary 
symmetries that protect the band degeneracies at  and M points. All possible degeneracy 
lifting electronic orders or interactions are then studied according to their symmetry and 
symmetry-breaking properties in connection to the experimental findings on the 
temperature dependence, momentum space anisotropy, and domain effects. We concluded 
that the observed nematic order in FeSe is associated with the degeneracy lifting at M 
point and corresponds ubiquitously to the d-wave nematic bond order involving the 
dxz/dyz and dxy orbitals. The analysis also shows that the only interaction consistent with 
the observed degeneracy lifting at  point without breaking the four-fold rotation 
symmetry is the atomic spin-orbit coupling, which is indeed present even at high 
temperatures above the nematic transition as seen experimentally. 
 
We then discovered that the Fe-Fe interatomic Coulomb repulsion V offers a natural 
explanation for the puzzling electron correlation effects in FeSe. It produces a strongly 
renormalized low-energy band structure where the van Hove singularity band touching 
degeneracy at M pint is driven to sit remarkably close (~25meV) to the Fermi level in the 
high-temperature isotropic electron liquid phase as observed experimentally. Remarkably, 
this proximity enables the quantum fluctuations in V to induce a rotational symmetry 
breaking Pomeranchuk instability with electronic bond order in the d-wave channel. This 
emergent low-temperature d-wave nematic bond order, different from the commonly 
discussed ferro-orbital order and spin-nematicity, provides a microscopic explanation for 
the observed of nematicity in bulk and FeSe thin films, as well as its dependences on bulk 
and surface electron doping observed experimentally. 
 
Chiral spin density wave order on frustrated honeycomb and bilayer triangle lattice 
– An important research direction for us has been to study electronic systems with both 
strong correlation and geometric frustration. These systems exhibit fascinating physics 
and hold great promise for finding (1) unconventional and topological magnetic states; (2) 
novel quantum spin-liquids; and (3) unconventional superconductivity. We have made 
considerable progress in developing the necessary theoretical framework and techniques 
for study these systems. An example is the textured quantum electronic phases with chiral 
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spin-density-wave (SDW) order in correlated systems with geometrical frustration. When 
the net spin chirality is nonzero, electrons accumulate Berry phase from the 
spontaneously generated internal magnetic field which gives rise to the anomalous Hall 
effect (AHE). A topological phase with quantum anomalous Hall effect (QAHE) can also 
arise in a chiral SDW insulator, where the gapped electron bands acquire nonzero Chern 
number. To this end, we studied the half-filled Hubbard model on the frustrated 
honeycomb lattice with nearest-neighbor hopping t1 and second nearest-neighbor 
hopping t2, which is isomorphic to the bilayer triangle lattice. We showed that the 
Coulomb interaction U induces AF chiral spin density wave (-SDW) order in a wide range 
of = t2/t1 where both the two-sublattice AF order at small  and the decoupled three-
sublattice 120° order at large  are strongly frustrated. The -SDW order leads to three 
distinct phases with different anomalous Hall responses. We find a continuous transition 
from a -SDW semimetal with the AHE to a topological chiral Chern insulator exhibiting 
the QAHE, followed by a discontinuous transition to a -SDW insulator with a zero total 
Chern number but an anomalous ac Hall effect. This is a concrete example where a 
topologically ordered insulating phase of correlated electrons arises in the absence of 
spin-orbit coupling. We conjectured that the -SDW is likely a generic phase of strongly 
correlated and highly frustrated hexagonal lattice electrons and discussed its connections 
and possible experimental realizations in hexagonal transition metal compounds. The 
method developed here to study noncolliear and nocoplanar magnetic order are very 
desirable for constructing strong coupling theories to study the interplay between electron 
correlation and the strong spin-orbit coupling in the transition metal iridates.   
 
Doublon-holon binding as origin of Mott transition and fractionalized spin liquid: 
Asymptotic solution of the Hubbard model in the limit of large coordination –We 
have made significant progress in understanding and describing the Mott transition – the 
hallmark and the paradigm of the strong correlation problem. These include new ideas, 
reliable techniques, and the new physics beyond those obtainable in the dynamical mean 
field theory (DMFT). We showed that the excitonic binding between doubly occupied 
(doublon) and empty (holon) sites governs the incoherent Mott-Hubbard excitations. 
Using the slave-boson formulation, we constructed an asymptotically exact and analytical 
solution of the Mott transition and the emergent gapless spin liquid for the Hubbard model 
on the Bethe lattice in the large coordination number (z) limit. The Mott transition is 
shown to originate from doublon-holon binding as quantum corrections to the Brinkman-
Rice transition. The doublon-holon binding theory allows a natural large-z limit where the 
intersite spin correlations survive the opening of the charge gap, giving rise to gapless 
spinons with a bandwidth of the order J. Quantitative comparisons are made to DMFT. We 
showed that the fermionic spinons are coupled to doublons and holons via a dissipative 
compact U(1) gauge field that is in the deconfined phase, stabilizing the spin-charge 
separated gapless spin liquid Mott insulator. Thus, the doublon-holon binding unites the 
three important ideas of strong correlation: coherent quasiparticles, incoherent Hubbard 
bands, and deconfined Mott insulator. 
 
Disorder and metal-insulator transitions in Weyl semimetals – The eigenstates of 
noninteracting lattice electrons in the presence of SOC can exhibit many interesting 
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topological properties, such as 2D and 3D topological insulators (TI), 2D quantum spin 
Hall insulator (QSHI), and 3D Weyl semimetals (WSM). We studied the effects of disorder 
and localization under such settings. Since many of these systems share close analogy to 
the 2D and multi-layer quantum Hall systems, our expertise in the quantum Hall 
transitions turns out to be very helpful. The WSM has Weyl nodes in bulk excitations and 
Fermi arc surface states. We found three exotic phase transitions. (I) Two Weyl nodes near 
the Brillouin zone boundary can be annihilated pairwise by disorder scattering, resulting 
in the opening of a topologically nontrivial gap and a transition from a WSM to 3D 
quantum anomalous Hall state. (II) When the two Weyl nodes are well separated in 
momentum space, the emergent bulk extended states can give rise to a direct transition 
from a WSM to a 3D diffusive anomalous Hall metal. (III) Two Weyl nodes can emerge near 
the zone center when the insulating gap closes with increasing disorder, enabling a direct 
transition from a normal band insulator to a WSM. We determined the phase diagram by 
computing the localization length and the Hall conductivity, and proposed that the phase 
transitions can be realized on a photonic lattice. 
 

Future Plans 
 
(1) We will study doping and hydrostatic pressure dependences of electronic nematic 
order in FeSe, as well as the interplay of magnetism, nematicity, and superconductivity in 
bulk FeSe crystals, multilayered FeSe films, and monolayer FeSe on STO substrates. 
Quantum nematic bond fluctuation induced superconductivity will be studied, as well as 
the Tc enhancement under electron doping and different layering conditions of FeSe. (2) 
The idea that the lifting of symmetry protected band degeneracies can be used to probe 
the novel quantum states and the underlying electronic order in correlated multiorbital 
electron materials will be further developed and employed to study the perovskite iridates 
Sr2IrO4 with large SOC. The highly spin-orbital entangled correlated electronic structure 
will be studied to describe a symmetry protected quadratic band-touching point observed 
just above the Fermi level, which may have remarkable consequences for recent 
experimental findings. We will study the effects of the lattice distortion, SOC, local and 
extended Coulomb and spin-exchange interactions, and provide a microscopic description 
of the canted AF insulating state with hidden coexisting electronic order, the collapse of 
the Mott gap due to electron doping and the emergence of the Fermi arc and antinodal 
pseudogap due to symmetry breaking electronic order, as well as the origin of an 
imminent SC state mediated by electronic fluctuations. (3) Our doublon-holon binding 
theory of the Mott transition and the asymptotic solution of the Hubbard model in the limit 
of large coordination number put us in a unique position to address several critical issues 
of strong correlation. We will investigate, using this reliable and systematic approach, the 
effects of spin-orbit coupling, multiorbitals and Hund’s rule coupling, and carrier doping 
on the Mott transition and the Mott insulating states. The nature of the antiferromagnetic 
insulator and its interplay with the Mott gap will be thoroughly examined to provide the 
theoretical descriptions of the properties of Slater and Mott antiferromagnets relevant for 
current experimental efforts on the iridates and other strongly correlated materials. We 
will pursue a goal to develop a fully dynamical doublon-holon binding theory that can be 
promoted to a calculational tool for studying models and materials with strong correlation. 
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Tensor networks and density functional theory for electronic 
structure 
 
Principal Investigator: Professor Steven R. White 
Department of Physics & Astronomy, University of California, Irvine, CA 92697 
srwhite@uci.edu 
Principal Investigator : Professor Kieron Burke 
Department of Chemistry and of Physics, University of California, Irvine, CA 92697 
kburke@uci.edu 
 

Project Scope 
  
Density functional theory (DFT) and tensor networks (such as the density matrix 
renormalization group, DMRG) both exploit what Walter Kohn called the “nearsightedness” 
of many particle ground states—the idea that what happens physically at one point in space 
can’t depend in too much detail on what is happening at a point far away.   DFT is a direct 
way to incorporate this idea in a formal theory, which also turns out to be extremely useful 
as a computational tool.   Tensor networks are a much newer approach incorporating 
nearsightedness based on entanglement and recent developments in quantum information, 
which also leads directly to a set of powerful computational tools, the most famous being 
DMRG.  The main idea of tensor networks is that instead of a wavefunction in 3N-
dimensional space, where N is the number of particles, one describes quantum mechanics 
in the original space—1D, 2D, or 3D—but by putting a tensor—instead of complex 
number—at each point. Tensor networks are having a huge impact in studies of strongly 
correlated models, such as the Hubbard model.  We are working to translate this success to 
practical electronic structure calculations, especially by combining methods and ideas from 
tensor networks, DFT,  and also machine learning. 
 
In the past few years we have developed tensor networks for electronic structure in 1D very 
effectively. We are able to treat 1D “pseudosolids” with up to one hundred atoms, using a 
fine grid to represent the continuum instead of a basis, with chemical accuracy. In this case, 
the tensor network is DMRG, and on each grid point we have a tensor (in this case a matrix). 
Our algorithms and software have allowed us to test and develop DFT convergence and 
approximations in our 1D laboratory.  Our current effort is directed towards extending this 
success to 3D. A 3D grid is too expensive for tensor networks, but to exploit nearsightedness 
using tensor networks it is essential to have a very localized orthogonal basis.  As a first step 
we are developing new basis sets which start with wavelet bases, but adapt them, making 
them much more compact, using the occupied orbitals from a computationally cheap DFT 
calculation. Our approach is based on a close connection we have discovered between 
tensor networks and wavelets. This wavelet coarse graining (WCG) approach is being tested 
and developed in our 1D laboratory, and it is also being concurrently developed for linear 
chains of atoms in 3D. We are also developing algorithms to machine-learn the exact density 
functional and generate an optimized basis set on top of an approximate DFT result in the 
one dimensional test systems.   
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Recent Progress 
 
Software: The ITensor library for DMRG and tensor networks was developed by White and 
Miles Stoudenmire, who was a postdoc on this project.  Miles  has now become a researcher 
at UCI with about half of his time devoted to ITensor and software. ITensor just had a major 
new release and its use is growing rapidly. Graduate student Thomas E. Baker (supported 
by this project) has contributed substantially to ITensor documentation.  ITensor is publicly 
available through its website (itensor.org) 
and on github.   
 
One dimensional test laboratory - we 
have, with Lucas O. Wagner (former 
graduate student) and Stoudenmire, 
constructed a suitable system for 
comparing exact results from DMRG to 
approximate results from DFT.  This 
involves suitably defined interaction 
potentials, software for DMRG and DFT, and 
correlation energy calculations performed 
by DMRG to parameterize the DFT 
approximations.  With these tools we then 
benchmarked to properties of our 1D 
systems to show that the 1D systems 
approximate properties of real 3D systems. 

Errors in DFT approximations, such as the 
self-interaction error, misleading band gaps 
in the Kohn-Sham system, etc. are present in 
the approximate 1D functionals just as in 
real 3D calculations. In addition to the 
traditional soft-Coulomb interaction, we 
introduced  a single exponential  mimic the 
soft Coulomb potential (Baker, et. al.). The 
single exponential greatly reduces the 
computational cost of the DMRG calculations 
by reducing the size of the matrix product 
operator. 

 
Convergence of the Kohn-Sham algorithm - 
the PIs, Wagner, and Stoudenmire analyzed 
convergence properties from the exact 

functional derived from DMRG and were able to prove that the exact functional is 

Dissociation curves for an H2 pseudo-molecule 
for the  local density approximation, Hartree-
Fock, and DMRG.  Dots denote the Coulson-
Fischer points where restricted methods 
deviate from unrestricted (dashed) 
calculations.  Qualitative features in this plot 
are very similar to real 3d calculations. 

Top:  Ground state densities in the Kohn-Sham 
algorithm using the exact density functional, 
obtained with DMRG.  Bottom: energy 
convergence versus convergence parameter 
(abscissa). The derivative about the input 
density is always negative, proving convergence. 
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guaranteed to converge even in three dimensions as published in Phys. Rev. Lett.  This 
answered an outstanding question for DFT for strongly correlated systems as well as 
showed the utility of the 1D comparison.  This led to a comprehensive study of the 
convergence properties of DFT.   An article was published in Phys. Rev. B showing very clear 
proofs of principle on the convergence of exact and approximate functionals that would be 
less clear for the community in real systems. 

 
Machine learning pure density functional theory - the PIs, Li Li (graduate student), and 
Baker undertook the task of using the recent exceedingly popular machine-learning 
techniques to learn the universal DFT functional, F[n].  While it was shown previously (Phys. 
Rev. Lett. 108, 253002 (2012)) that the non-interacting Kohn-Sham system can be learned 
by machine learning methods, this is the first time the fully-interacting system has been 
learned.  Useful proofs of principle, demonstrating that this can be done, and an entirely new 
atomic-centered basis set were developed to minimize the cost of using the exact functional 
in a self-consistent calculation.  We are currently preparing to submit this to Physical Review 
X and expect this work to profoundly influence the direction of machine-learned 
calculations towards learning physics instead of  merely data.  Enough material has been 
derived to make this method immediately applicable to three dimensions. 
 

Optimized basis sets: Wavelet Coarse Graining- White, 
along with Baker, Anna Kesselman, and Glen Evenly (post-
doc, soon to be faculty at U. Sherbrooke), have developed 
an algorithm to adapt wavelet transformations to make  
optimized basis sets for a given quantum system.  The goal 
is to use a low-level calculation such as DFT and then apply 
a series of wavelet transformations to reduce the effective 
number of basis functions and circumvent the need for, in 
some cases, thousands of basis set functions to obtain 
chemical accuracy.  The software for this project is finished 
for the 1D case and tests are being performed and a 
manuscript is being written.  We characterize the size of the 
basis by the number of functions per electron. Our goal is 

to have a basis with only 2-3 basis functions per electron, 
which is nevertheless able to produce chemically accurate 
results.  In most cases in 1D this goal is being achieved, but 

Dissociation plot of the machine 
learned functional for H2 with LDA 
(blue) and DMRG (black) lines from 
previous figure.  The dissociation 
curve is reproduced within chemical 
accuracy (red curve) while less 
training points give worse answered 
(orange lines). 

Optimized basis set for an H4 
molecule.   
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there are also cases where the DFT calculation used to adapt the basis is too inaccurate;  
these problem cases are being studied.  
 
The adaptation of the basis to a set of occupied orbitals is based on a mapping between a 
special tensor network, the multi-scale entanglement renormalization ansatz (MERA), and 
wavelet transformations. This connection is being exploited in both directions.  For use here, 
the algorithms for adapting a MERA can be applied to wavelets.  In addition, we are using a 
novel set of wavelets developed with the MERA mapping,  (Evenbly and White 
arXiv:1605.07312) which are both compact and symmetric:  something which is not possible 
with conventional wavelets.  In work outside the scope of this project, the wavelet 
representation of MERA was used to produce the first analytic MERA, (White and Evenly, 
Phys. Rev. Lett. 116, 140403 (2016)). 
 

Future Plans  
 
Wavelet Coarse Graining – The progression to 3D is the crucial part of this development, 
so we are now doing this concurrently with the 1D development.   Our initial test case for a 
real 3D system is a linear chain of evenly space hydrogen atoms.  For this system we are 
using the wavelet adaptation primarily only in the longitudinal direction; for the transverse  
directions ordinary Gaussians from a standard Gaussian basis set are used.  The initial 
adaptation of the basis is performed on the standard Gaussian basis set itself;  what that 
gives us is a basis which is orthogonal and local in one direction which spans the standard 
Gaussian basis set, but has a greater number of functions as required by the locality. The 
degree of locality obtained is much greater than one would obtain by simply orthogonalizing 
the Gaussians themselves.    We are developing the algorithms and software to compute all 
the necessary integrals for this system.  The most difficult are the two electron integrals.  
These are treated by writing the Coulomb interaction as a sum of about 100 specially fitted 
Gaussians;  for each Gaussian term, the integrals separate into x, y, and z integrals which can 
then be evaluated numerically, utilizing FFT techniques.  The final construction of any 3D 
two electron integral is then a sum of  about 100 terms, each a product of tabulated 1D 
integrals.  This computational approach appears fast enough so that integrals are not a 
bottleneck to our WCG calculations.  
 
When DMRG is used in a quantum chemistry context, a key performance limitation comes 
from the N4 two electron integrals that need to be put into the DMRG Hamiltonian.  The high 
locality of the basis can be used to dramatically improve this:  we find that integrals 
involving four different basis functions are small and can be treated at the mean-field level, 
leaving them out of the DMRG calculation.  This small change improves the scaling by a 
factor of N.  We plan to test and develop this idea over the next year. 

 
Band gaps - One of the fundamental issues in DFT is the inability for common 
approximations to obtain reasonable band gaps.  Using our low dimensional analogs, we are 
investigating this issue.  It is hoped that a successful completion of the wavelet basis project 
will allow for faster computational time.   
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Project Scope 
  
The goal of this program is to predict thermodynamic phase stability from first principles, 
with specific attention to high entropy alloys (HEA’s) containing multiple elements that 
are chemically similar to each other so they can mix freely within a crystalline lattice.  The 
resultant entropy of mixing might be able to stabilize simple crystal structures such as FCC 
and BCC relative to more complex intermetallic phases that occur frequently in binary or 
ternary alloys of less similar elementsTheir simpler crystal structure lend advantageous 
mechanical properties such as high strength and hardness, which are moreover 
maintained at high temperatures.  Owing to their complex stoichiometry, their design is 
highly flexible allowing specific properties to be tailored (e.g. for corrosion resistance) and 
opening opportunities for novel processing (e.g. through second phase precipitation). 
 
This proposal addresses key questions in this developing field, specifically thermodynamic 
investigation of phase stability, and mechanical response of solid phases.  The work 
utilizes first principles total energy calculations and molecular dynamics simulations, 
augmented with novel Monte Carlo techniques and data analysis methods.  Emphasis is 
placed on developing computational methods and validating them with application to 
specific HEA-forming alloy systems. 
 

Recent Progress 
 
Novel first principles simulation techniques – In order to make first principles 
molecular dynamics a useful tool for study of substitutional solid solutions it is essential to 
circumvent the long time scale characteristic of atomic diffusion so as to efficiently sample 
configuration space.  The defining character of a solid solution, namely random 
substitution of chemical species, suggests a hybrid approach supplementing conventional 
molecular dynamics (MD) with Monte Carlo swaps of chemical species (MC). In this 
MC/MD scheme the MD simulation is responsible for generating small atomic 
displacements associated with ordinary phonons, while the MC steps allow long-range 
diffusion of atomic species without the need to overcome diffusion barriers. 
 
Computational efficiency dictates that first principles calculations will be performed on 
relatively small systems, leading to large fluctuations in quantities such as internal energy. 
These fluctuations can be exploited to further enhance sampling efficiency through the 
method of replica exchange, also known at parallel tempering.  In this method runs 
(“replicas”) proceed simultaneously at multiple temperatures. Periodically attempts are 
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made to swap temperatures among replicas with a Boltzmann-like probability.  In this 
manner configurations trapped at low temperature can “diffuse” to a higher temperature 
where they escape the trap, then diffuse back to low temperature.  Because replica 
exchange simulations produce equilibrium ensembles of structures at multiple 
temperatures, the resulting energy distributions can be analyzed using multiple histogram 
techniques to generate relative free energies as analytic functions over the entire 
simulated temperature range.  These free energies include all contributions to the entropy 
(vibrational, discrete configurational, and electronic).  Both MC/MD and the replica 
exchange variant are available for download at http://alloy.phys.cmu.edu/mcmd.html.  
 

 
Configurational entropy estimates from first principles simulations – High entropy 
alloys contain multiple chemical species 𝛼 = 1 ⋯ 𝑁 in nearly equal proportions.  If there 
were N species, each with a fraction 𝑥𝛼 = 1/𝑁, then the ideal entropy (or Bragg-Williams) 
of mixing 𝑆0 =  − ∑ 𝑥𝛼 log 𝑥𝛼 . However, differing preferences in chemical bonding among 
species create short-range chemical order that reduces the entropy by the amount of their 
“mutual information”, 𝐼 = ∑ 𝑦𝛼𝛽 log 𝑦𝛼𝛽 𝑥𝛼𝑥𝛽⁄ , where 𝑦𝛼𝛽 are the bond frequencies 

between pairs of species α and β.  The combination 𝑆0 − 𝐼 is equivalent to Guggenheim’s 
quasichemical approximation and also to the Bethe cycle-free tree approximation.  It 
represents the first step beyond Bragg-Williams in the cluster variation method (CVM) and 
can thus be extended systematically to include multi-site clusters.  Even at the pair level, 
the mutual information provides a sizeable temperature-dependent correction to the 
entropy and has the advantage that it can be easily adapted to non-Bravais lattices such as 
the Laves phase that proves important for certain HEA’s.  Further, pair correlation 
functions can be predicted with high accuracy (see Figure 1) using the simulation 
techniques described in the previous paragraph.  Figure 2 illustrates the resulting 
configurational entropies. 

Figure 1 Pair correlation functions of high entropy alloys, (a) NbTiVZr and (b) CrMoNbV, equilibrated using 
MCMD at T=1200K then quenched to 300 K.  The partials are color coded, e.g., in (a) for NbTiVZr, black 
indicates Ti, red indicates V, green indicates Zr, and blue indicates Nb. Thus, under Ti, the black curve is Ti-Ti 
and the red curve is Ti-V, etc.. Bars at top indicate the corresponding correlations in the pure BCC element.  
Note in (a) the loss of short-range BCC order for NbTiVZr while long-range order is preserved.  Note in (b) the 
strong Cr-Nb pair correlations indicating short-range chemical order. 
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Ground state identification in multicomponent refractory alloys – According to the 
Gibbs phase rule, at a fixed, generic temperature and pressure, the maximum number of 
phases coexisting equals the number of chemical species, 𝑁.  We should thus expect up to 
N coexisting phases in the ground state of an N-component alloy.  Cluster expansions of the 
first principles total energy enable an efficient search for ground states through a process 
automated in van de Walle’s ATAT toolkit.  This method has been applied to two HEA-
forming refractory compounds.  We find that the alloy system MoNbTaW consists almost 
entirely of a single nearly equiatomic phase together with a slight excess of elemental Nb.  
This occurs because of the favorable (or at least neutral) interatomic interactions of all 
pairwise combinations.  In contrast, CrMoNbV phase separates into a mixture of N=4 
constituent phases. Three of these correspond to specific patterns of chemical ordering on 
the underlying body-centered cubic lattice, while the remaining case is a Laves phase 
formed from the equiatomic ternary CrNbV.  
 
Predicted thermodynamic stability of a high entropy alloy – Most high entropy alloy-
forming compounds are expected to phase separate at low temperatures, as noted above.  
A central theme of this project is to predict the phase behavior as a function of 
temperature.  By combining multiple contributions to the free energy (electronic, 
vibrational and configurational, see Fig. 3) we show that the HEA is the equilibrium phase 
at high temperatures, while decomposition is expected below, notable precipitation of a 
Laves phase of approximate composition CrNbV.  We predict a threshold of 1200K (900C) 
above which the HEA should be stable.  Experiments by collaborator Peter Liaw (UTK) 
confirm formation of the HEA from the melt and verify its metastability at temperatures 
up to 1200C, but above 1200C the Laves phase precipitates out.  This agrees moderately 
with our theory provided that the diffusional dynamics below 1200C are too slow to reach 
phase separated equilibrium.  However, two problems remain – experiment observes 
continued existence of the Laves phase at temperatures above 1200C as well as multiple 
additional as-yet unidentified phases. Perhaps the additional phases are due to oxide 

Figure 2 Temperature-dependent entropies in the point (Bragg Williams), pair (Bethe-Guggenheim) and two-pair 
(CVM) approximations. Left panel shows Al1.3CoCrFeNi, right panel shows MoNbTaW.  High temperature slope and 
entropy deficit for Al1.3CoCrFeNi is due to preexisting B2 (CsCl) long-range order close to melting, while MoNbTaW 
entropy is nearly ideal at high T.  Accelerating loss of entropy at low temperature for Al1.3CoCrFeNi may be due to 
segregation of CrFe, while in the case of MoNbTaW it reflects the onset of B2 short-range order. 
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formation or some other form of decomposition not included in our model.  Additional 
modeling efforts are underway to resolve the temperature for HEA stabilization. 
 
 

Future Plans 
 
Entropy contributions to HEA-forming families – The PI will continue his collaboration 
with Michael Gao of NETL to publish breakdowns of all entropy contributions to a large set 
of HEA-forming compounds.  This work will include MCMD simulations with mutual 
information corrections, vibrational and electronic entropies.  Separately he will 
investigate the formation of short-range chemical order in AlCoCrFeNi for comparison 
with experimental results of Peter Liaw. 
 
Phase separation in CrMoNbV – The PI will continue thermodynamic modeling of the 
CrMoNbV compound to identify a possible third phase reported by collaborator Peter Liaw 
and his student Rui Zheng.  This work will also involve collaboration with Michael Gao 
developing a CALPHAD model for the alloy system. 
 
Lattice instability of HfNbTaZr – The PI and student Bojun Feng will simulate the 
formation of short-range chemical order, short-range mechanical instability of the BCC 
order, and phase separation in HfNbTaZr.  This will be done in collaboration with Walter 
Steurer of ETH Zurich and his student Soumya Maiti. 
 
High entropy non-Bravais lattice structures – The PI and collaborator Walter Steurer 
will extend the high entropy alloy concept to a new class of structures, in which high 
entropy exists within specific Wyckoff sites of non-Bravais lattice structures.  Initial effort 
will be put towards the B2 (CsCl) structure type to identify aluminum-transition metal 
compounds in which the transition metals mix freely.  Later we will apply this idea to Half-
Heusler structures. 
 
 
Publications 
1. S. C. de la Barrera, Y.-C. Lin, S. Eichfeld, J. A. Robinson, Q. Gao, M. Widom, and R. M. 
Feenstra, "Thickness characterization of atomically-thin WSe2 on epitaxial graphene by 
low-energy electron reflectivity oscillations", J. Vac. Sci. Tech. B 34 (2016) 04J106 (chosen 
as "Editors Pick") 

2. H. Zhang, S. Yao and M. Widom, "Predicted phase diagram of B-C-N", Phys. Rev. B 93 
(2015) 144107 

3. M. Widom, "Entropy and diffuse scattering: comparison of NbTiVZr and CrMoNbV", Met. 
Mat. Trans. A 47 (2015) 3306-11 

4. M. Widom, "Prediction of structure and phase transformations", chapter in High Entropy 
Alloys: fundamentals and applications, eds. M.C. Gao, J.-W. Yeh, P.K. Liaw and Y. Zhang 
(Springer, to be published 2015) 
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Project Scope 

  

The primary goal of this program is to develop computational tools and methodology for 

enabling a shift from empirical trial-and-error driven materials discovery towards data and 

information technology driven design of materials with targeted functional properties. Both 

thermodynamic and kinetic factors need to be taken into account when designing new materials. 

Thermodynamics sets the necessary-but-not-sufficient conditions for the suitability of a 

particular material in a given application, while the kinetics controls the rates of microscopic 

processes and hence the performance in energy applications (e.g., power in energy storage, 

conversion efficiencies in solar cells and thermoelectrics, chemical activity in catalysis). The 

complexity of these phenomena makes computational design difficult, not least due to the lack of 

suitable theoretical methods and computational tools. To address these needs, we develop 

systematic, quantitatively accurate first-principles methods to address two important problems: 

(i) predict and optimize the thermodynamics of materials over a large composition and structure 

space, and (ii) model kinetic processes such as mass and heat transport in crystalline solids under 

non-equilibrium conditions. These tasks are addressed by combining high-throughput 

computation with automatic construction of accurate lattice models using mathematically 

rigorous methods of information theory, such as compressive sensing and Bayesian inference.  

 

Recent Progress (Highlights – Full Publication List Below) 

 

Prediction of New Full Heusler Thermoelectrics 
Computational discovery of new high-performance thermoelectrics is a challenging task since it 

requires a diverse set of theoretical tools that can assess the thermodynamic and structural 

stability, as well as electronic and thermal transport properties of complex multinary compounds. 

Our prior DOE-funded work has led to the development of such a set of computational tools, 

which we have now used to predict hitherto unknown stable materials that are promising new 

thermoelectrics. We performed a high-throughput ab initio search for thermodynamically stable 

full Heusler (FH) compounds with finite band gaps through elemental substitution within the 

Northwestern’s qmpy (https://pypi.python.org/pypi/qmpy) framework in a chemical search space 

with 53 distinct elements. The Northwestern Open Quantum Materials Database (OQMD, 

http://oqmd.org/) was used to evaluate thermodynamic stability against all linear combination of 

(~400,000) compounds in the database, using the automated convex hull construction. Structural 

ground state searches for competing non-FH compounds were carried out using the minima 

hopping method (MHM) as implemented in the MINHOCAO package developed by the S. 
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Goedecker group in Basel. Lattice thermal conductivities were evaluated using the compressive 

sensing lattice dynamics (CSLD) package developed in UCLA. 

 

FH compounds have received much less attention than the predominantly semiconducting half 

Heusler (HH) compounds XYZ because most of the known FH compounds are metals. 

Strikingly, we discovered a whole class of stable semiconducting FH compounds, which to our 

knowledge have not yet been reported in the literature. They contain ten valence electrons per 

formula unit with alkaline earth elements {Ba; Sr; Ca} in the X sublattice, whereas Y are noble 

metals {Au; Hg} and Z are main group elements {Sn; Pb; As; Sb; Bi}; we refer to these as “R 

compounds”. Unlike the known FH and HH compounds, our novel R compounds have one order 

of magnitude lower lattice thermal conductivities, approaching the theoretical lower limit that is 

achieved in glasses. The electronic transport properties of the new R compounds are comparable 

to the well-studied thermoelectric FH compound Fe2VAl with high power factors due to flat and 

dispersive valence bands. This combination of thermal and electronic properties establishes the R 

compounds as a promising class of materials and calls for experimental verification of our 

predictions. 

    
FIG. 1. Left panel: The phonon band structure of predicted full Heusler Ba2AuBi compound. All 

bands are colored according to the amplitudes of the atomic displacements, where gray bands 

indicate an equal contribution of all atoms. The phonon density of states (PDOS) is shown on the 

right, with the shaded area indicating the total DOS. Right panel: Anharmonic scattering rates for 

three-phonon processes in Ba2AuBi at 300 K. The lower left segment shows the absorption rates, 

whereas the upper right panel indicates the rates for emission processes. The corresponding 

phonon frequencies ω are given in units of cm-1. 
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The thermoelectric figure of 

merit (ZT) of semiconductors 

such as PbTe can be improved 

by forming nanostructures 

within the bulk of these 

materials. Alloying PbTe with 

PbS causes PbS-rich 

nanostructures to precipitate 

from the solid solution, 

scattering phonons and 

increasing ZT. Understanding 

the thermodynamics of this 

process is crucial to 

optimizing the efficiency 

gains of this technique. 

Previous calculations of the 

thermodynamics of PbS-PbTe 

alloys [(J. W. Doak and C. 

Wolverton, Phys. Rev. B 86, 

144202 (2012)] found that 

mixing energetics alone were 

not sufficient to quantitatively 

explain the thermodynamic 

driving force for phase separation in these materials. In this work, we re-examine the 

thermodynamics of PbS-PbTe, including the effects of vibrational entropy in the free energy 

through frozen-phonon calculations of special quasirandom structures (SQS) to explain this 

discrepancy between first-principles and experimental phase stability. We find that vibrational 

entropy of mixing reduces the calculated maximum miscibility gap temperature TG of PbS-PbTe 

by 470 K, bringing the error between calculated and experimental TG down from 700 to 230 K. 

Our calculated vibrational spectra of PbS-PbTe SQS exhibit dynamic instabilities of S ions that 

corroborate reports of low-T ferroelectric-like phase transitions in solid solutions of PbS and 

PbTe, which are not present in either of the constituent compounds. We use our calculated 

vibrational spectra to obtain phase transition temperatures, which are in qualitative agreement 

with experimental results for PbTe-rich alloys, as well as to predict the existence of a low-T 

displacive phase transition in PbS-rich PbS-PbTe, which has not yet been experimentally 

investigated.   

 

Future Plans 

 
Clathrate Thermoelectrics – Type-I clathrate compounds are good thermoelectrics because 

they exhibit phonon-glass electron-crystal properties when their open cages are filled with guest 

atoms (“rattlers”). For validation, we have calculated lattice thermal conductivities for Si46, 

Na8Si46 and Ba8Si46 and obtained good agreement with experimental measurements. We are now 

extending this work to novel clathrates with the aim of systematically searching for high 

thermoelectric performance. 

 

 
FIG. 2. Calculated high- and low-T solid-state phase diagrams 

of PbS–PbTe. The solid black line shows the miscibility gap 

calculated with vibrational entropy contributions the 90% 

confidence interval of the free energy fit shown as the gray 

shaded region. The dashed blue line shows a previously 

calculated miscibility gap for PbS–PbTe that neglects 

vibrational entropy. Red squares show calculated low-T phase 

transition temperatures, while circles show the experimentally 

measured miscibility gap of PbS–PbTe, and open squares 

show the experimentally measured low-T phase transitions. 
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Electronic Entropy in Thermochemical Water Splitting Materials – Large solid-state entropy 

of reduction is a requirement for realizing efficient thermochemical water splitting cycles 

(TWSC) with metal oxides, such as ceria (CeO2). An overlooked source of entropy in TWSC 

materials arises from spin-orbit and crystal field induced splitting of f electron levels in 

lanthanide oxides. Preliminary calculations indicate that this neglected entropic contribution can 

even surpass the configurational entropy. This entropic analysis will allow us to design improved 

materials for thermochemical water splitting. 
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Principal investigator: Professor Lilia M. Woods 
Department of Physics, University of South Florida, Tampa FL, 33620 
lmwoods@usf.edu 
 

Project Scope 
  
The focus of this project is to bring forward the fundamental understanding of electromagnetic fluctuations 

interactions in novel materials at the nanoscale. Specifically, we pursue how van der Waals (vdW), 

Casimir, and related forces can be modified in terms of scaling, sign, and magnitude characteristics based 

on Dirac-like electronic and response properties in graphene systems. In addition, we also explore the role 

of such dispersive interactions on the structural, electronic and phonon properties of systems with 

chemically inert components, such as 2D layers and their quasi-1D derivatives. Although dispersive 

vdW/Casimir interactions are thought to be small, they can actually be dominant in many situations 

especially at the micro and nanoscale. Below we elaborate more on the common origin of such forces and 

their universality as highlighted in different materials. We also show that other fluctuation induced 

interactions, such as those originating from monopolar charges, can be present and even compete with the 

dipolar forces. The significant miscroscopic impact on the structural, electronic, optical, and phonon 

properties of vdW interactions in heterostructures is also discussed.  

 

Recent Progress 
 
Some highlights of our progress recently are provided below and an accompanying list of supporting 

publications is attached.   

 
Common origin of van der Waals and Casimir interactions – In the past decade, many new 

materials have become available, which have stimulated the need of understanding their dispersive 

interactions. Perhaps the most popular examples are graphene and its related allotropes (carbon nanotubes 

and graphene nanoribons), but other materials with Dirac-like spectra are also being investigated. For 

example, topological insulators, Chern insulators, and Weyl semimetals, are very interesting for the 

Casimir/vdW field as they have a range of electronic and optical response behaviors different than typical 

materials. The importance of the vdW interaction extends to organic and biological matter, where the 

organization of cellulose, lignin, and proteins relies on such a force. Many heterostructures, metamaterials, 

photonic crystals, and plasmonic nanostructures display unusual dispersive interaction effects [1-4]. The 

PI has played a leading role for the publication of an upcoming review article recognizing the common 

origin of Casimir and vdW interactions (Fig. 1) and summarizing related advances in the development and 

application of theoretical and computational techniques guided and motivated by progress in materials 

science [5]. A perspective for the future of this field as seen from condensed matter is especially useful 

especially for the broader fundamental applications of dispersive forces. 

Fig. 1 Types of dispersive 
interactions: (a) dipolar vdW forces 
between atoms and molecules; (b) 
Casimir-Polder forces between 
atoms and substrates; (c) Casimir 
forces between large objects. 
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Fluctuation forces induced by real charges – In addition to dipolar fluctuation interactions, the 

fluctuations of other observables are also possible, which may give rise different interactions. We have 

realized that fluctuating charges transferred through wire connecting a graphene flake and a substrate can 

result in a new type of fluctuation force. The fundamental difference with the typical Casimir/vdW force 

lies in the origin. While the Casimir phenomenon is due to the electromagnetic excitations associated with 

the dielectric and magnetic response of each plate, the charge induced effect is due to monopolar charge 

fluctuations between the plates. We have developed a general theory to describe such novel interactions 

utilizing the capacitance concept and distinguishing between thermal and quantum mechanical effects 

through characteristic dependences on distance, temperature, and other factors [6]. Essentially we have a 

capacitor-like system, shown in Fig. 2a,b, which consists of a substrate and a graphene plate. The voltage 

fluctuations of the wire induce excess fluctuating charges on the capacitor plates. It is clear that this 

monopolar charge fluctuations force differs in origin from the dipolar fluctuation force giving rise to the 

well-established vdW/Casimir effect. The presented theory relies on the surface charge density response, 

fluctuation-dissipation theorem, and frequency-dependent capacitance of the system. Our detailed study 

shows that by changing the properties of the wire and graphene flake, there is a regime where the charge 

fluctuations force can be made dominant over the Casimir one. Fig. 2 (c,d) shows how the monopolar force 

can be controlled not only as a function of distance, but also the resistance and relaxation time of the wire. 
An experimental setting of how this force can be measured or tuned is also suggested in [6]. We further 

argue that charge fluctuation forces are always present in capacitor-like systems. They must be taken in 

conjunction with the standard Casimir interaction, which enables further probing of thermal and quantum 

mechanical effects of fluctuation induced phenomena in nanostructures.  

 

 

 

 
 
 

 
Van der Waals heterostructures and interlayer coupling – A new area of research directly 

related to vdW interactions has emerged, where 2D chemically inert layers are being stacked in a vertical 

manner. While strong chemical bonds are responsible for the in-plane stability of each layer, the relatively 

weak vdW interaction holds the heterostructure (HS) stack together. In this particular direction, we utilize 

first principles simulations within density functional theory implemented in the VASP code to study 

interface properties of graphene/silicene; graphene/MoS2, and silicene/MoS2 vdW heterostructures [7]. It 

turns out that the vdW interaction is of primary importance for the electronic and vibrational properties of 

such systems. On one hand, the vdW interaction together with the electronic orbital overlap leads to non-

trivial changes in the deeper valence and higher conduction regions in terms of hybridization energy gaps. 

On the other hand, the vdW coupling is found to be necessary for the vibrational stability of the HS 

meaning that real phonon dispersion relations are achieved. Fig. 3 presents the unfolded band structure of 

the different systems. Fig. 3a shows distinct Dirac-like bands crossing the Fermi level, such that the linear 

Fig. 2 (a) A parallel plate capacitor 
schematics where a connecting wire 
transfer voltage fluctuations 𝛿𝑉  to the 
plates. One of the plates can be a graphene 
flake with width w above a metallic thick 
substrate. (b) Experimentally realistic 
setting. The wire is represented by a 
metallic contact. Charge fluctuations force 
normalized by 𝑓0̅ = −𝑘𝐵𝑇/(2𝐴𝑧)  as a 
function of (c) distance z and (d) 
resistivity of the wire (A -capacitor area). 
Figure is taken from Ref. [6].  
 
 
 

(d) (c) 
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bands at the K-points belong to graphene, while the linear bands at the M-point belong to silicene. Another 

set of linear bands for silicene crossing at the Γ − point (barely visible in the graph) is also present. Similar 

additive features around the Fermi level are found for the other configurations. In addition to shifting of 

several characteristic bands, we find that the vdW interaction is responsible for opening of several band 

gaps in the conduction and valence regions of rather significant magnitude. Such gaps may have a common 

behavior as they occur for all studied systems but different energy locations. This suggests an approach 

for tuning optical transitions in a particular layer by simply choosing a suitable component for the HS. The 

vibrational properties are also studied showing a richness of the phonon dispersion as new breathing and 

shear modes are found, which can 

potentially be explored to control heat 

transfer in 2D systems. 

 

 
Graphene Nanoribbons anchored to SiC substrates –Although considered to be weak, the vdW 

interaction is of decisive importance for other HS materials. One example are graphene nanoribbons 

(GNRs), a quasi-one dimensional planar graphene allotrope, chemically anchored to a SiC substrate [8]. 

We present electronic structure calculations using density functional theory with vdW-DF2 potential taken 

into account of zigzag graphene nanoribbons chemically attached via the edges to the Si or C terminated 

surfaces of the substrate. The edge characteristics are found to be rather robust in a sense that the spin 

polarization of the GNR zigzag edge is preserved such that the anchored ribbon is antiferromagnetic, 

similar to the case of free planar zigzag ribbons. What is interesting for the stability and electronic and 

structural properties, however, is the type of charge transfer, polarity of edge bonds, and vdW interaction. 

Specifically, our charge transfer calculations and density plots in Fig. 4 show that C-H and Si-H polarity 

introduce electrostatic interactions which can compete with the dispersive vdW coupling resulting in 

different bond lengths, signatures in the band structure, as well as stability of the ribbons anchored to the 

C or Si terminated sites.  

 

 

Fig. 3 Band structures for (a) GR/SIL 
projected on the SIL BZ; (b) GR/MoS2 
projected on the GR BZ; (c) GR/MoS2 
projected on the MoS2 BZ; (d) 
SIL/MoS2 projected on the MoS2 BZ. 
The opening of some energy gaps 
due to interlayer hybridization are 
circled in red. (GR – graphene; SIL – 
silicene; BZ – Brillouin zone). Figure 
taken from Ref. [7]. 
 
 
 

Fig. 4 (a) and (b) Charge density plots 
for GNRs anchored to Si terminated 
SiC substrate for two locations of the 
projected plane (right panels); (c) and 
(d) Charge density plots for GNRs 
anchored to C terminated SiC 
substrate for two locations of the 
projected plane (right panels). Figure 
taken from Ref. [8]. 
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Future Plans 
 
Casimir-Polder effects in multilayers – The PI plans on investigating the Casimir-Polder force in 

multilayered systems. This type of interaction characterizes how atoms couple to materials via 

electromagnetic fluctuations and it is of great relevance to novel phenomena such as trapping cold atoms, 

Bose-Einstein condensates, and quantum reflection [9]. We intend on giving a new perspective on this 

problem by exploring the role of multilayered graphene systems in order to provide insight in how number 

of layers, dielectric response, temperature, and other factors can be used to modulate this interaction. 

 
Quantum Casimir interactions in silicene – It turns out that not only C, but other elements in the 

same group, such as Si, Ge, and Sn, also form stable 2D layered structures. Specifically, silicene (made of 

Si), germanene (made of Ge), and stanine (made of Sn) can be considered members of an expanded 

graphene family. Even though all of these are Dirac-like materials, the staggered lattice and strong spin 

orbit coupling make silicene distinct from graphene. The PI intends to pursue how different topological 

phases available in silicene (but not in graphene) via applied electric fields and/or circularly polarized light 

affect their long ranged dispersion interactions, a problem promising to give fundamental understanding 

in materials beyond graphene. 

 
Thermal fluctuations in silicene – Another direction in the intermediate future of this project is 

how classical thermal fluctuations distinguish themselves from their quantum mechanical counterparts in 

Casimir related phenomena. It has been recognized recently that thermal fluctuation interaction are very 

sensitive to the specific model of the response properties of the materials as well as their dissipation [5]. 

In fact, for standard materials, it has been obtained that taking finite dissipation leads to significant 

quantitative differences in the interaction, an issue currently investigated by experimentalists. The PI 

intend to study this problem in the expanded graphene family in order to shed some light of how Dirac-

like materials at the nanoscale and their dissipation affects thermal interactions. 
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 First Principles Investigations for Magnetic Properties of Innovative Materials 
Ruqian Wu, University of California, Irvine 

 
1. Program scope 

 
The main propose of this project is to address fundamental issues in molecular 
spintronics, spintronics and spin-topotronics. Explicitly, we study (1) topological band 
gaps of innovative two-dimensional materials for the realization of quantum spin Hall 
effect or quantum anomalous Hall effect; (2) magnetic anisotropy and spin dynamics in 
small structures including single molecular magnets; (3) origin of magnetic noise in “non-
magnetic” qubits. The uniqueness of our density functional studies is the determination 
of magnetic anisotropy energies of large systems, which is essential for the 
understanding of spin dynamics and spintronics. It is our goal to conduct creative 
research on low-dimensional magnetic structures of fundamental importance, with an 
eye towards finding new materials and phenomena for technological breakthroughs.  
 
2. Recent progress:   
 
We have studied various systems/problems in the last year. Some important new results 
are summarized below. 

2.1. Search for giant magnetic anisotropy in transition-metal dimers on defected 
hexagonal boron nitride sheet: Through systematic density functional calculations, the 
structural stability and magnetic properties of many transition-metal dimers embedded in 
a defected hexagonal boron nitride monolayer are investigated. We find twelve cases 
that may have magnetic anisotropy energies (MAEs) larger than 30meV. In particular, Ir-
Ir@Dh-BN has both large MAE (~126 meV) and high structural stability, which makes it 
a promising candidate of magnetic unit in spintronics and quantum computing devices. 
We discuss the mechanism that leads to giant MAEs and elucidate the principles for the 
design of magnetic units at the atomic scale. This paper was published J. Chem. 
Phys.,144, 204704 (2016), It acknowledged DOE support: “Work at UCI was supported 

by DOE-BES (Grant No. DE-FG02-05ER46237). Work at Fudan was supported by the 
Chinese National Science Foundation (Grant No. 11474056) and National Basic 
Research Program of China (Grant No. 2015CB921400). Computer simulations were 
partially performed on the U.S. Department of Energy Supercomputer Facility (NERSC). 
Several publications on the related topic are under preparation.  

2.2. Spin wave diode and spin wave fiber. Spin waves are collective excitations 

propagating in the magnetic medium with ordered magnetizations. Magnonics, utilizing 
the spin wave (magnon) as information carrier, is a promising candidate for low-
dissipation computation and communication technologies. We discover that, due to the 
Dzyaloshinskii-Moriya interaction, the scattering behavior of spin wave at a magnetic 
domain wall follows a generalized Snell’s law, where two magnetic domains work as two 
different mediums. Similar to optical total reflection that occurs at the water-air 
interfaces, spin waves may experience total reflection at magnetic domain walls when 
their incident angle larger than a critical value. We design a spin wave fiber using a 
magnetic domain structure with two domain walls, and demonstrate that such a spin 
wave fiber can transmit spin waves over long distance by total internal reflections, in 
analogy to an optical fiber. Our design of spin wave fiber  opens up new possibilities in 
pure magnetic information processing. Figure 1 shows the schematic diagram (a) and 
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the magnetic simulations (b-f) for spin wave reflection and refraction at a magnetic 
domain wall. The black/white arrow denotes the magnetization direction in the left/right 
domain colored by yellow/orange (white/gray) in the schematic diagram (simulations). 
The work was submitted to Physical Review B (Rapid communication) with 
acknowledgment to DOE as “...R. W. was also supported by the Department of Energy 
(U. S.) un- der Grant No. DE-FG02-05ER46237. “  3
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Figure 2. Schematic diagram (a) and the magnetic simulations (b-f) for spin wave reflection and refraction at a magnetic domain wall. The

black/whitearrow denotes themagnetization direction in the left/right domain colored by yellow/orange (white/gray) in theschematic diagram
(simulations). (a) Schematic diagram of reflection/refraction behavior for spin wave incident from left domain with various incident angles.

Magenta: ↵ > ✓c , total reflection; black: ↵ = ✓c , critical case ; green: ↵ < ✓c , refraction. All trajectories are bent counter-clockwise by the
effective magnetic field perpendicular to plane (denoted by the symbol ). (b-f) Magnetic simulations with the incident angle ↵ = 68◦ (b),

↵ = ✓c (c), ↵ = 30◦ (d), ↵ = − 6◦ (e), ↵ = − 68◦ (f). In all panels: the domain wall width w ⇠ 30nm; the green bar denotes the exciting
location of the spin wave; the exciting fields frequency is f = 100Ghz, and the critical angle isestimated to be✓c = 52.4◦ .

Schrödinger-likeequation for  [3, 30, 31]:
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p̂ −

e

c
A
⌘2

+ V  , (5)

where e is the electric charge, m⇤ = ~/ 2A is the effec-

tive mass, p̂ = − i~r is the momentum operator, V (x) =

K [1 − 2sech2(x/ w)] is the texture-induced effective scalar

potential, and A (x) = − (Dm⇤e/ c) tanh(x/ w)ŷ is theDMI-

induced effective vector potential. The scalar potential V is

special because it is reflectionlesswhen there is no DMI. [30]

The vector potential gives rise to an effective magnetic field

B (x) = r ⇥ A = − (Dm⇤e/ cw)sech2(x/ w)ẑ, which is

perpendicular to the film plane and maximizes at the cen-

ter of the domain wall. As x/ w ! ± 1 , the vector poten-

tial A (x) ! ± D/ 2A, which corresponds to the shift of ky

mentioned above in the left/right domain as in Eq. (2). With

Eq. (5), the scattering behavior for spin waves by a domain

wall is exactly the same as that for an electron by a scalar po-

tential V and a vector potential A (and the associated field

B ).

As mentioned above the scalar potential V is a reflection-

less one, thus the spin wave scattering behavior is mostly

dominated by the vector potential (and the effective magnetic

field). Theeffectivemagnetic fieldB (x)kẑ isperpendicular to

thefilm, and only exists in thedomain wall region, asdenoted

by the symbol in Fig. 2(a). The spin wave scattering be-

haviors shown in Fig. 2 can all be understood by considering

the effective Lorentz force exerted by this effective magnetic

field on an electron in thedomain wall region. Evidently, spin

wavesstriking into such an effectivemagnetic field region will

be bent counter-clockwise due to the effective Lorentz force.

Consequently, thespin wave that passes through themagnetic

field region (the domain wall region), is refracted in counter-

clockwise direction. Moreover, if the incident angle is too

shallow (↵ > ✓c), the Lorentz force is able to bend the tra-

jectory so much such that the spin wave is completely turned

back, and a total reflection occurs.

Total reflection for micromagnetic simulations. The refrac-

tion and reflection behaviors for spin waves at a domain wall

discussed aboveareconfirmed by micromagnetic simulations.

According to Eq. (3), the incident and therefracted anglessat-

isfy − ⇡ / 2 ↵ < β ⇡ / 2 (for D > 0), thus the spin wave

trajectory should always bend counter-clockwise. Fig. 2(a)

shows the schematic diagram of the spin wave trajectories for

various incident angles: when ↵ > ✓c, the spin wave is to-

tally reflected (magenta trajectory); when ↵ < ✓c, the spin

wave is refracted (green trajectories); theblack trajectory cor-

responds to the critical situation with ↵ = ✓c. Fig. 2(b-f)

show the micromagnetic simulation for thefivedifferent inci-

dent angles: ↵ = 60◦ , 52.4◦ , 30◦ ,− 6◦ ,− 60◦ , corresponding

to the total reflection (b), critical incidence (c), and refraction

(d,e,f). Because of the reflectionlessness of the scalar poten-

tial V (x) for a Bloch domain wall, the spin wave refractions

as in Fig. 2(d-f) is not accompanied by any reflection, which

is quite different from its optical analog. More interestingly,

Fig. 2(e) shows the anomalous negative refraction, i.e., both

incident and refracted trajectories lie in the same side of nor-

mal direction of the scattering plane (the domain wall). All

spin wave beams in Fig. 2(b-f) are bent counter clockwise, as

predicted by the magnonic Snell’s law Eq. (3). Such bending

trajectories can be alternatively understood by semiclassical

picture above using the effective Lorentz force acting on the

spin wave by the DMI induced effective magnetic field (indi-

cated by symbol in Fig. 2(a)) localized at the domain wall

region [3].

Spin wave fiber. Making use of the total reflection at the

interface (domain wall) between two magnetic domains with

opposite magnetization directions, a spin wavefiber design is

proposed as illustrated in Fig. 3(a). The fiber is consisted of

one magnetic domain sandwiched by two magnetic domains

 

Fig. 1. (a) Schematic diagram of reflection/refraction behavior for spin wave incident 
from left domain with various incident angles. (b-f) Magnetic simulations with the incident 

angle α = 68◦ (b), α = θc (c), α = 30◦ (d), α = −6◦ (e), α = −68◦ (f). In all panels: the 

domain wall width w ∼ 30nm; the green bar denotes the exciting location of the spin 

wave; the exciting fields frequency is f = 100Ghz, and the critical angle is estimated to be 

θc = 52.4
◦
.  

2.3. Two dimensional topological materials: Quantum spin Hall effect (QSHE) and 

quantum anomalous Hall effect (QAHE) in two-dimensional topological insulators are 
among the most interesting research topics of condense matter physics and materials 
science. Through systematic density functional calculations and tight-binding 
simulations, we found that stanene on α-alumina surface may possess a sizeable 
topologically nontrivial band gap (~0.25 eV) at the Γ point. Furthermore, stanene is 
atomically bonded to but electronically decoupled from the substrate, providing high 
structural stability and isolated QSH states to a large extent. The underlying physical 
mechanism is rather general, and this finding may lead to the opening of a new vis ta for 
the exploration of QSH insulators for room temperature device applications. This paper 
was published in Physical Review B, 94, 035112 (2016), and acknowledged DOE as 

“Work at UCI was supported by DOE-BES (Grant No: DE-FG02-05ER46237 for HW and 
HF; SC0012670 for JK, SP, and HF)... Computer simulations were partially supported by 
NERSC.” 

We also demonstrated clear weak anti-localization (WAL) effect arising from induced 
Rashba spin-orbit coupling (SOC) in WS2-covered single-layer and bilayer graphene 

devices, in close collaboration with experimental group of Prof. J. Shi (UCR) and theory 
group of J. Alicea (CalTech). At high carrier densities, we estimate the Rashba SOC 

relaxation rate to be ∼ 0.2ps-1 and show that it can be tuned by transverse electric fields. 
In addition to the Rashba SOC, we also predict the existence of a ‘valley-Zeeman’ SOC 
from first-principles calculations. The interplay between these two SOC’s can open a 
non-topological but interesting gap in graphene; in particular, zigzag boundaries host 
four sub-gap edge states protected by time-reversal and crystalline symmetries. The 
graphene/WS2 system provides a possible platform for these novel edge states. This 
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paper was submitted to Two-dimensional Materials and acknowledged DOE as “This 

work was supported by the DOE BES award No. DE-FG02-07ER46351 (BY and JS) and 
award No. DE-FG02-05ER46237 (JW and RW); ...”. 

2.4. Origin and Reduction of 1/f Magnetic Flux Noise in Superconducting Device: A 
major obstacle to using superconducting quantum interference devices (SQUIDs) as 
qubits is flux noise. We propose that the heretofore mysterious spins producing flux 
noise could be O2 molecules adsorbed on the surface. Using density functional theory 
calculations, we find that an O2 molecule   adsorbed on an α-alumina surface has a 

magnetic moment of ∼1.8 μB. When the spin is oriented   perpendicular to the axis of the 
O–O bond, the barrier to spin rotations is about 10 mK. Following the work we did in the 
last year [PRL 115, 077002 (2015)], we have a joint theoretical/experimental work with 

Prof. R. McDermott (UWM) and John Freeland (ANL), we demonstrate that adsorbed 
molecular O2 is the dominant contributor to magnetism in superconducting thin films. We 
show that this magnetism can be suppressed by 
appropriate surface treatment or improvement in the 
sample vacuum environment. We observe a 
suppression of static spin susceptibility by more than 
an order of magnitude and a suppression of 1/f 
magnetic flux noise power spectral density of up to a 
factor of 5. These advances open the door to 
realization of superconducting qubits with improved 
quantum coherence. Figure 2 shows that agreement 
between theory and experiment for the x-ray 
absorption and x-ray magnetic circular dichroism 
spectra and the phenomenal reduction of magnetic 
susceptibility of the sample after the removal of 
surface oxygen molecules. This paper is under 
consideration for Physical Review Letters and it 

acknowledged DOE: “...DFT calculations at UCI (HW 
and RW) were supported by DOE-BES (Grant No. 
DE-FG02-05ER46237) and NERSC. ...”. 

Fig. 2. (a) and (b) X-ray magnetic circular dichroism 
(XMCD) at the oxygen K-edge for a native Al film and 
an Al film exposed to air. Dashed lines are from DFT 
simulations. (c) Suppression of magnetic 
susceptibility. Temperature- dependent flux threading 
a square-washer Nb SQUID (350 pH; see inset) 
cooled in a conventional vacuum environment 
(closed red symbols) and cooled following vacuum 
bake and NH3 passivation (blue open symbols).  

 
3. Publications that acknowledged the DOE support  (through 2015)     

 
1. J. Hu, Z.Y. Zhu, and R.Q. Wu, “Chern Half Metal: The Case of Graphene With 

Co or Rh Adatom”, Nano. Lett. 15, 2074 (2015).  

2. J. Karel, J. Juraszek, J. Minar, C. Bordel, K.H. Stone, Y.N. Zhang, J. Hu, R.Q. 
Wu, H. Ebert, J.B. Kortright
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FIG. 1. (a) Xray magneticcircular dichroism (XMCD) at the

oxygen K-edge for a native Al film and an Al film exposed

to air. The native film (top) shows no XMCD signal, while
the air-exposed film (bottom) shows a clear XMCD signal
at 531 eV. (Traces are offset for clarity). (b) Oxygen K-edge
Xray absorption spectroscopy (XAS) of an Al thin filmcooled

in thepresenceof 5×10− 8 Torr O2. Beginningaround45K we
observea sharp peak at 531 eV and a broad spectral feature
from 535-550 eV which weascribeto adsorbed molecular O2.
(Tracesareoffset for clarity). Dashed linesarefromDFT sim-

ulationsfor Al2O3 (XASat 50K) and for O2/ Al2O3 (XMCD
and XASat 10 K); seeSupplement for details.

tered Al and Nb filmscooled in ultrahigh vacuum(UHV;
P ∼

< 10− 9 Torr); we expect these films to be covered
by an amorphous native oxide due to prolonged expo-
suretoatmosphereprior tocharacterization at theAPS.
Weexamined theAl and O K-edges in theAl filmsand
the Nb L-edge and O K-edge in the Nb films and ob-
served no XMCD signal at any of these energies [Fig.
1(a), upper trace]. However, when we intentionally de-
graded the vacuum of the sample cryostat by bleeding
in air or dry O2 gas at a pressure of order 10− 6 Torr
for several minutes, we observed a clear XMCD signal
at the O K-edge [Fig. 1(a), lower trace]. Density func-
tional theory (DFT) modeling allows us to assign the

measured XMCD signal to molecular O2 [dashed line in
Fig. 1(a)]. In a separate series of experiments, we ex-
posed the metal thin film continuously to oxygen as we
cooled down from room temperature in an O2 partial
pressure of 5× 10− 8 Torr; the experimental data and
corresponding DFT calculationsareshown in Fig. 1(b).
Weobservea strong modification of theO K-edgeXAS
signal starting at a temperature around 45 K, indicat-
ing the onset of significant adsorption. By comparing
thespectral weight of thebroad featurefrom535-550eV
in the high-temperature spectra to that of the narrow
peak at 531 eV in the low-temperature spectra, we can
roughly quantify the amount of adsorbed oxygen rela-
tive to that bound in thenativeoxideof themetal. We
concludethat thefilmsarecovered by 1-2 monolayersof
adsorbed O2. Thebest agreement between DFT and the
measured XMCD and XASsignals occurs when the O2

bond is tilted with respect to the beam direction. This
isconsistent with prior DFT calculationsof O2 adsorbed
on Al2O3 (0001), which indicatethat themolecular bond
axis is tilted at 55◦ from thesurfacenormal [14].

The XMCD results suggest that the dominant mag-
netism in Al and Nb thin filmsof thetypeused to make
qubit circuits isduenot toahigh density of intrinsic de-
fects, but rather to adsorbed molecular O2. Due to the
bondingof theO2 molecule, theoutermost electronsform
a spin 1 triplet state [14]. O2 is paramagnetic at high
temperature; at lowtemperature, solid molecular O2 dis-
playsa complex phasediagram with multiplecompeting
magnetic orders [19]. In typical superconducting qubit
experiments, devices are cooled to millikelvin tempera-
tures in vacuum cryostats that achievepressureof order
10− 6 Torr prior to cooldown; this pressure corresponds
toan adsorption rateof roughly 1ML/ s, assumingaunit
stickingcoefficient. Even when thecryostat iscold, there
will bea continual flux of molecules from hot regionsof
thecryostat to cold regionswherethesample ishoused.
Thus, an accumulation of magnetic O2 on thesurfaceof
thesedevices is inevitable.

This realization motivates an attempt at noise reduc-
tion by improving thevacuumenvironment of thesuper-
conducting devices. To this end, we have designed her-
metic sampleenclosuresbased on grade5 titanium alloy
(Ti-6Al-4V); see Fig. 2. This alloy has excellent UHV
propertiesdueto its low outgassingand itshardness, al-
lowing realization of all-metal conflat seals. Moreover,
thematerial is compatiblewith high-bandwidth weld-in
hermetic SMA connectors. Finally, grade5 titanium su-
perconductsat around4.5K, providingamagneticshield
for sensitivesuperconducting devices.

In Fig. 2a we show the details of the sample enclo-
sure, and in Fig. 2b weshow a schematic of thesample
prep chamber. The sample box is pumped through a
copper pinch tube with a turbomolecular pump and an
ion pump. During evacuation, thesampleenclosureand
chamber are baked to 120◦C. Following vacuum bake,
the sample cell is cooled to room temperature and the
cell ishermetically sealed usingacommercial pinch tool.
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FIG. 2. (a) Schematic of hermetic grade5 titanium enclosure
for susceptibility and flux noisemeasurements. Theenclosure
incorporates weld-in SMA feedthroughs and a single 2.75”
conflat gasket. (b) Schematic of the sample prep chamber.
Thechamber incorporatesa turbopump, an ion pump, and a
transfer arm used to install the NEG in thesample chamber
following activation.

In some cases, the sample cell was backfilled with NH3

gas prior to pinchoff. In other cases, the sample was
irradiated with UV light (365 nm) during evacuation
to promotephotodesorption of strongly bound magnetic
species, and a nonevaporable getter (NEG) pill (SAES
Inc.) wasactivatedinaseparatechamber andtransferred
into thesampleenclosureunder vacuum. TheNEG pro-
vides continuous pumping in the sample cell following
pinchoff.

In a first series of experiments, we characterized the
surfacespin density on washer-stylethin-film Nb Super-
conducting QUantum InterferenceDevices(SQUIDs) by
monitoring the temperature-dependent zero-frequency
surface spin susceptibility of field-cooled devices, after
themethod described in [12]. Thedevicelayout isshown
in the inset of Fig. 3. Here, we intentionally trap flux
vortices in the thin films of the Nb SQUID by cooling
through the superconducting transition in the presence
of an applied magnetic field; thevortex density is given
by σv = Bf c/Φ0, whereBf c isthestrength of thecooling
field and Φ0 = h/ 2e is themagnetic flux quantum. Any
unpaired magnetic defects on the surface of the device
develop a thermal polarization in the relatively strong
(tensof mT) local magneticfieldsin thevortex core. As
temperature decreases, the thermal polarization of the
defect spins increases, forcing a redistribution of vortex
currents; afraction of thesecurrentscirculatearound the
loop of theSQUID, couplingaflux changetotheSQUID
loop. Theflux through theSQUID loop thusdisplaysa
roughly 1/ T Curie-likedependenceon temperature, and
themeasuredflux changecanbeusedtoextract asurface
density of unpaired spins. For typical devices, weinfer a
surfacespin density of order 1017 m− 2 [12, 20].

In Fig. 3 we compare baseline data to data from a
cell that was evacuated and then backfilled with NH3

gas at approximately 100 Torr prior to pinchoff. The
temperature-dependent flux issuppressed by roughly an
order of magnitude. Nonmagnetic NH3 hasahigher free
energy of adsorption than O2 (1.5 eV versus 0.15 eV
accordingtoour DFT calculationson Al2O3), and hence
occupies available surface sites that would otherwise be
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FIG. 3. Suppression of magneticsusceptibility. Temperature-
dependent flux threading a square-washer Nb SQUID
(350 pH; see inset) cooled in a conventional vacuum envi-
ronment (closed red symbols) and cooled following vacuum
bake and NH3 passivation (blue open symbols). The upper
(lower) branches correspond to cooling fields of +128 µT (-
128µT). Themagnitudeof theflux changeisproportional to
thedensity of magnetically activesurfacespins [12].

taken up by magnetic O2, resulting in a suppression of
thesurfacedensity of adsorbed spins; arelated approach
tosuppressingmagneticadsorbateswassuggested in [18].

Both susceptibility and magnetization noise scale lin-
early with spin density, and reduction in the density of
surfacespinsshouldyieldareduction influx noisepower.
In a final series of experiments, we have examined the
flux noiseof Al-based SQUIDssubjected to varioussur-
face treatments; the results arepresented in Fig. 4 and
TableI. In theseexperiments, theAl-basedfirst-stagede-
vice under test (DUT) is biased with a voltage, and the
fluctuating current through the DUT is measured with
a second Nb-based SQUID; measurements are performed
in an adiabatic demagnetization refrigerator (ADR) at a
temperature of 100 mK. By varying the flux bias point
of the DUT, we can verify that the dominant noise con-
tribution is indeed flux-like and not, e.g., due to critical
current fluctuations [1]. We have characterized devices
wheretheSQUID loop isencapsulated either in SiNx or
SiOx grown by plasma enhanced chemical vapor depo-
sition (PECVD). The SQUIDs described here were de-
signed with a relatively high loop aspect ratio (ratio of
loop width to trace width) of 25, as this geometry en-
hances the coupling of surface spin fluctuations to the
device [5, 15] (see Supplement). We fit the measured
noisespectra to theformA/ f α + B, and wecomparethe
1/ f noise power A and noise exponent α measured on
identical devices before and after surface treatment. In
all, wehaveexamined before/ after spectraof 10devices.

In the case of SQUIDs encapsulated in SiNx, we ob-
serve a significant noise reduction both for devices pas-

(c)	
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the Magnetic and Electronic Properties of Epitaxial off-stoichiometry FexSi1-x 
thin films”, Phys. Rev. B 91, 144402   (2015).  

3. J. Li, J. Hu, H. Wang and R.Q. Wu, “Rhenium-phthalocyanine molecular 
nanojunction with high magnetic anisotropy and high spin filtering efficiency”, 
Appl. Phys. Lett. 107, 032404 (2015).  

4. H. Wang, C.T. Shi, J. Hu, C. Yu and R.Q. Wu, “Candidate source of flux noise in 
SQUIDs: adsorbed oxygen molecules”, Phys. Rev. Lett. 115, 077002 (2015).  

5. A. Kabir, J. Hu, V. Turkowski, R.Q. Wu and T.S. Rahman, “Magnetic Anisotropy 
of FePt Nanoparticles”, Phys. Rev. B, 92, 054424 (2015).  

6. J. Li, H. Wang, J. Hu and R.Q. Wu, “Search for giant magnetic anisotropy in 
transition-metal dimers on defected hexagonal boron nitride sheet”, J. Chem. 
Phys.,144, 204704 (2016). 

7. B. Li, X. H. Luo, H. Wang, W. J. Ren, S. Yano, C.-W. Wang, J. S. Gardner, K.-D. 
Liss, P. Miao, S.-H. Lee, T. Kamiyama, R. Q. Wu, Y. Kawakita, and Z. D. 
Zhang, “Colossal negative thermal expansion induced by magnetic phase 
competition on frustrated lattices in Laves phase compound (Hf,Ta)Fe2”, Phys. 
Rev. B 224405 (2016). 

8. H. Wang, S. T. Pi, J. Kim, Z. Wang, H. H. Fu and R. Q. Wu, “Possibility of 
Realizing Quantum Spin Hall Effect at Room Temperature in 
Stanene/Al2O3(0001)”, Phys. Rev. B, 94, 035112 (2016). 

 
4. Planned activities for next year 
 
We have several research topics in the next phase. 

1. Explore interactions between magnetic monolayers and dopants with 3D and 2D 
topological insulators, especially graphene with WS2 and YIG. 

2. Work on magnetic properties of oxide interfaces such as PZT/STO, LSMO/STO, 
and LCMO/LAO etc.  

3. Develop new approaches to investigate the innovative phenomena such as 
valleytronics and Luttinger liquid behavior of electrons in 2D materials with 
defects and grain boundaries. 

4. We will study the spin wave propagation in magnetic nanostructures.  
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Quantum Mechanical Simulations of Complex 
Nanostructures for Photovoltaic Applications  
 
Principle investigator: Dr. Zhigang Wu 
Department of Physics, Colorado School of Mines 
1500 Illinois Street, Golden, CO 80401 
zhiwu@mines.edu 

 

I. Project Scope 
 
In this proposal, the PI will first address the excited-state problem within the DFT framework to obtain 

quasiparticle energies from both Kohn-Sham (KS) eigenvalues and orbitals; and the electron-hole binding 

energy will be computed based on screened Coulomb interaction of corresponding DFT orbitals. The accuracy 

of these approaches will be examined against many-body methods of GW/BSE and quantum Monte Carlo 

(QMC). The PI will also work on improving the accuracy and efficiency of the GW/BSE and QMC methods in 

electronic excitation computations by using better KS orbitals obtained from orbital-dependent DFT as inputs. 

Then an extended QMC database of ground- and excited-state properties will be developed, and this will be 

spot checked and supplemented with data from GW/BSE calculations. The investigation will subsequently 

focus on the development of an improved exchange-correlation (XC) density functional beyond the current 

generalized gradient approximation (GGA) level of parameterization, with parameters fitted to the QMC 

database. This will allow the ground-state properties of focus systems to be more precisely predicted using 

DFT. These new developments will then be applied to investigate a chosen set of complex nanostructures that 

have great potential for opening new routes in designing materials with improved transport, electronic, and 

optical properties for PV and other optoelectronic usages: (1) Hybrid interfaces between materials with distinct 

electronic and optical properties, such as organic molecules (conjugated polymers, e.g. P3HT) and inorganic 

semiconducting materials (Si and ZnO). Complicated interface structures, including interface bonding 

configurations, compositional and geometrical blending patterns, interfacial defects, and various sizes and 

shapes of inorganic nanomaterials, will be considered for the purpose of understanding the working 

mechanisms of present organic/nano PV systems and designing optimum interface structures for fast charge 

separation and injection. (2) Complex-structured semiconducting nanomaterials that could induce charge 

separation without pn- or hetero-junctions. The new methodology will allow the PI to investigate the 

performance of realistic semiconducting nanomaterials of internal (impurities, defects, etc.) and external 

(uneven surface, mechanical twisting and bending, surface chemistry, etc.) complexities on optical absorption 

and charge transport against charge trapping and recombination. Of particular interest is whether such 

structural complexity in a single material could even be beneficial for PV usage, for example, charge 

separation through morphology control. 

 

II. Recent Progress 
 

1. Tunable Many-Body Interactions in Semiconducting Graphene: Giant Excitonic Effect and 

Strong Optical Absorption. How the long-range ordering and local defect configurations modify the 

electronic structure of graphene remains an outstanding problem in nanoscience, which precludes the 

practical method of patterning graphene from being widely adopted for making graphene-based electronic 

and optoelectronic devices, because a small variation in supercell geometry could change the patterned 

graphene from a semimetal to a semiconductor, or vice versa. We have solved this fundamental problem, 

using both an analytical tight-binding model and numerical DFT calculations, and we further investigated 

the many-body interactions in these semiconducting defected graphene structures, which affect their 

electronic and optical properties strongly. Employing the highly accurate many-body perturbation 

approach based on Green's functions, i.e., the GW approximation, we find a very large renormalization 

over independent particle methods of the fundamental band gaps of semiconducting graphene structures 
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with perodic defects, as illustrated in Figure 1, 

suggesting much enhanced many-body 

interactions in 2D materials. 

In addition, their exciton binding energies 

are larger than 0.4 eV, showing significantly 

strengthened electron-electron and electron-hole 

interactions. Their absorption spectra (Figure 2) 

show two strong peaks whose positions are 

sensitive to the defect fraction and distribution. 

The strong near-edge optical absorption and 

excellent tunability make these two-dimensional 

materials promising for optoelectronic 

applications. 

2. Giant band gap quantum spin Hall 

insulator with weak spin-orbit coupling. We 

also investigated the edge states of these 

semiconducting defected graphene. Previously, 

graphene was predicted as a quantum spin Hall 

(QSH) insulator due to the spin-orbit coupling 

(SOC). However, the weak SOC in graphene 

makes the bulk gap extremely small (

 at room temperature), since a typical QSH insulator acquires its band gap through SOC. Thus 

it is useless for practical applications. Current investigations have mainly focused on adding heavy 

transition-metal atoms to graphene for dramatically increasing the spin-orbit coupling. 

Here, we present a new method to open a giant band gap (Eg >1 eV) in a QSH phase for arbitrarily 

weak SOC. We consider the tight-binding (TB) Kane-Mele model for the QSH insulator with the 

additional feature of periodic defects. By tuning the periodicity of structural defects, one can induce inter-

valley scattering and open a large band gap. Surprisingly, the characteristic metallic edge modes of a QSH 

phase persist even with the inclusion of such periodic defects, as seen in Figures 3 and 4. We have 

performed TB calculations, showing the existence of a Z2 odd QSH phase in a Kane-Mele model 

 
 

Figure 1. Crystal (left column) and electronic band (right column) structures of defected graphene 
structures. Yellow isosurfaces (left) indicate the total charge density. Blue and red lines (right) 
correspond to DFT and GW band structures, respectively. Hole edges are passivated by hydrogen (blue 
dots). Here (a), (b), (c) and (d) plot 4 semiconducting defected graphene structures for comparison. 

 

 

 
 

Figure 2. Imaginary part of the dielectric function for 
hexagonal systems with a (a) 6-C hole, (b) 12-C hole, 
(c) rectangular system with a 6-C hole, and (d) 
hexagonal system with 12 C atoms replaced by BN 
dopants. 
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modified to include periodic defects, outlining the path to a giant band gap QSH insulator without 

enhancing intrinsic SOC. 

 

3. Optical properties of Si allotropes with direct band gap and their nano-structures. Si is the most 

popular semiconductor for photovoltaics (PV) and integrated circuits industry. While it is abundant, 

inexpensive, and non-toxic, it has an indirect band gap, leading to poor absorption near band edge. In this 

project, we investigate Si allotropes with direct fundamental band gap and their nanostruc-tures, whose Eg 

are close to the ideal value (1.11.8 eV) for PV, while the Si nanowires and QDs based on diamond Si 

have energy gaps too large for PV cells. Figure 5 summarizes two allotrope bulk structures and their 

optical absorption spectra, and they have direct band gaps.  

  

 
 

Figure 3: Bulk band structures with and without SOC. (a) and (b) Crystal structures of 6  6 and 7  7 graphene 

supercells subject to a single 6-C defect. In the (n1, m1, n2, m2) classifcation described in the manuscript, these 

are (6, 0, 0, 6) and (7, 0, 0, 7) supercells, respectively. Atom type 1 is represented by black dots while type 2 is 

red. In our model, hopping along red and blue bonds is turned off. (c) and (d) Band structures of 6  6 and 7  7 

graphene supercells without any defect, i.e. pure graphene. (e) and (f) Band structures of 6  6 and 7  7 GNMs 

with a single 6-C defect. (g) and (h) Band structures of 6  6 and 7  7 GNMs with a single 6-C defect and SOC 
for C. 

 

 
 

Figure 4: Ribbon band structures with and without spin-orbit coupling (SOC). (a) Crystal structure of a ribbon 

constructed from a 6  6 graphene nanomesh (GNM). Dashed lines indicate the periodic direction. Band 
structures for a ribbon of (a) pure graphene, (b) GNM, (c) and GNM with SOC. 
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4. Effects of electron-phonon interactions on electronic structures in nanostructures. Current 

electronic structure calculations mostly neglect the effects of electron-phonon interaction; however, it is 

substantial in certain bulk materials such as diamond and small nanoscale structures, in which quantum 

confinement might enhance it greatly. Table I summarizes the band gap normalization (E0) due to lattice 

vibrations in C, Si and boron nitride (BN). We find that the change in Eg can be as large as ~0.5 eV at 

room temperature, and it varies dramatically among different crystal structures. 

 We also found that two different methods currently implemented in the ABINIT and EPW packages 

predicted the same value of E0 (61 meV) for Si, while for C and BN in which the electron-phonon 

coupling is much stronger, these two implementations generated significantly different values. We 

conclude that the EPW-implementation (using many unoccupied bands) predicts E0 comparable to 

experimental data, while the ABINIT-implementation (using only valence bands) underestimates E0 by 

about 2030%. We are investigating the origin of this error. 

 
IV. Selected Recent Publications Supported by This Fund 
 

[1] Marc Dvorak, Suhuai Wei, and Zhigang Wu, Origin of the variation of exciton binding energy in 

semiconductors, Phys. Rev. Lett. 110, 016402 (2013). 

[2] Marc Dvorak, William Oswald, and Zhigang Wu, Bandgap opening by patterning graphene, (Nature) Scientific 

Reports 3, 2289 (2013). 

[3] Paul Larson, Marc Dvorak, and Zhigang Wu, Role of the plasmon-pole model in the GW approximation, Phys. 

Rev. B 88, 125205 (2013). 

[4] Huashan Li, Zhigang Wu, and Mark T. Lusk, Dangling bond defects are the critical roadblock to efficient 

photoconversion in hybrid quantum dot solar cells, J. Phys. Chem. C 118, 46 (2014). 

[5] Huashan Li, Zhigang Wu, Tianlei Zhou, Alan Sellinger, and Mark T. Lusk, Double superexchange in quantum 

dot mesomaterials, Energy Environ. Sci. 7, 1023 (2014). 

[6] Marc Dvorak, Xiao-Jia Chen and Zhigang Wu, Quasiparticle energies and excitonic effects in dense solid 

hydrogen near metallization, Phys. Rev. B 90, 035103 (2014). 

[7] Marc Dvorak and Zhigang Wu, Giant excitonic effect and tunable optical spectrum in graphene by defects 

patterning, Phys. Rev. B 92, 035422 (2015). 
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[9] Xinquan Wang and Zhigang Wu, Comment on "d+id’ Chiral Superconductivity in Bilayer Silicene", Phys. Rev. 
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Figure 5. Crystal structure (top) and optical absorption 
spectra (bottom) of silicon allotropes with space groups of 
Fddd (left) and I4/mcm (right). 

Material E0 

(ABINIT) 

E0 

(EPW) 

C 465 615 

Si   61   61 

BN  Layered 434 560 

BN  ZB 362 459 

BN  WZ 222 305 
 

Table I. Calculated band gap 

renormalization (E0 in meV) for C, Si 

and BN of three different crystal 
structures, employing two different 
methods implemented in the ABINIT and 
the EPW packages. Here we studied the 
layered, zinc blende (ZB) and wurtzite 
(WZ) structures of BN. 
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Fig. 1: (a-e) Imaging of skyrmioins in FeGe nanodisks. (f-h) Telegraph 

noises in the transition of multi-skyrmion states at critical fields. 

Interfacial Magnetic Skyrmions and Proximity Effects 
 
Principal investigator: Jiadong Zang 
Department of Physics, University of New Hampshire 
Durham, NH 03824 
Jiadong.Zang@unh.edu 
 

Project Scope 
  
Magnetic skyrmion is a nanostructured spin texture in which magnetic moments point in 
all directions wrapping a unit sphere. The aim of this project is to accurately manipulate 
skyrmions living on the interface of magnetic multilayers and control their dynamical 
behaviors. We are systematically exploring new approaches to create/annihilate 
skyrmions and studying their proximity effect once attached to other orders.  Our 
theoretical efforts are supported by partnership with the experimental collaborator Dr. 
Axel Hoffmann from Argonne National Laborotory.  
 
The skyrmion, being topologically nontrivial, not only attracts interests from fundamental 
physics, but also offers game-changing strategy in future low-dissipative information 
technology. However the major challenge is to realize precise control of skyrmions. To this 
end, the overarching investigations in this project highlight the creation of skyrmions in 
geometrical confinement, manipulations of skyrmions by phonons and magnons, and 
engineering of the semiconducting skyrmion properties. 
 
As a zero-dimensional nano-sized object, the skyrmion provides a unique position to 
discuss the interplay between the dynamics of magnetic moments and quantum transport 
of electrons. Another goal of this project is to develop an algorithm coupling the Landau-
Lifshitz-Gilbert dynamics of magnetization and the non-equilibrium Green’s function of 
electrons. Dynamical properties of skyrmions can thus be tunable via band engineering. 
 

Recent Progress 
 
Direct imaging of magnetic 
field-driven transitions of 
skyrmions in nanodisks – the 
PI, in collaborations with the 
High Magnetic Field Laboratory 
in China, has extensively 
observed skyrmions in a few 
confined geometries, including 
nanoribbons, nanowires, and 
nanodisks. In this work, the 
skyrmion cluster in FeGe 
nanodisk and its transition to other orders are observed by high resolution Lorentz 
transmission electron microscopy, shown in Fig. 1. At elevated temperatures and certain 
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Fig. 3: Chiral edges states of Rashba electron 

gas subjected into a skyrmion crystal. 

 
Fig. 2: (a) Damped oscillation of two-

skyrmion-cluster driven by an in-plane 

magnetic field (b) Snapshots of mz at 

different times after the field is turned 

on. 

field, we also observed intermittent jumps between skyrmion cluster states, referred to as 
telegraph noise, which correspond to the coexisting states at the first order phase 
transition.   
 
Field-driven oscillation of multi-skyrmion cluster in a 
nanodisk – Inspired by the observation of skyrmions in 
nanodisk reported in the work above, we used 
micromagnetic simulations to investigate the multi-
skyrmion cluster in a small nanodisk. Under an in-plane 
static magnetic field, the multi-skyrmion cluster shows an 
oscillating behavior, as shown in Fig. 2, which resembles a 
torsional pendulum rotation about a perpendicular axis. 
In analogy to the rigid body theory, the skyrmion thus not 
only acquires particle properties like mass and velocity, 
as reported in numerous works, but also possesses the 
moment of inertia. Similar as the forced rotation of rigid 
bodies, the skyrmion cluster rotates under a rotation in-
plane magnetic field. Interestingly, the frequency of the 
skyrmion rotation is a fraction of the field frequency, 
where the fractal coefficient is exactly the number of 
skyrmions in the nanodisk. 
 
Quantum topological Hall effect in a Rashba 
spin-orbit electron gas coupled to the 
skyrmion crystal – The real space topology of the 
magnetic skyrmion gives rise to the Hall effect, 
dubbed as the topological Hall effect, of electrons 
traversing the texture. The PI, in collaboration 
with the University of California Riverside, 
predicted the quantized topological Hall effect 
(QTHE) in a Rashba spin-orbit coupled electron 
gas coupled to a skyrmion crystal. We showed that 
once the its spin couples to the skyrmion texture 
via a weak Zeeman coupling, the electron will be 
driven into a quantum anomalous Hall insulating 
phase characterized by a nonzero integer Chern 
number and presence of chiral edge states shown in Fig. 3. Our calculations show that the 
nontrivial topological properties of the skyrmion spin texture can be imprinted on the 
two-dimensional electron gas system.  

 
 

Future Plans 
In the coming two years, we will mostly focus on the following problems in this new 
program. 

374



Scattering of spin waves and skyrmions – the PI, in collaboration with the Argonne 
National Laboratory, will image the spin wave scattering of magnetic skyrmions. Due to 
the presence of the Dzyaloshinskii-Moriya interaction and inversion symmetry breaking, 
spin waves will be deflected transversely and result in a Hall effect. The trajectory of the 
spin wave can be imaged by the unique spatially resolved Brillouin light scattering (BLS) 
microscope in Argonne. Once scattered off an antiferromagnetic skyrmion, a spin wave 
version of the spin Hall effect, magnons of opposite chirality are deflected in opposite 
directions, will be observed, due to the presence of two sublattices and the non-Abelian 
emergent gauge field in antiferromagnets. 
 
Phonon-driven skyrmion motion – The coupling between phonon and magnon has been 
preliminarily discussed in the context of ferromagnets. However, the non-collinear orders 
of helical and skyrmion phases introduce new physics. In these orders, the angle between 
neighboring spins depends on the ratio between the Heisenberg exchange J and the 
Dzyaloshinskii-Moriya interaction D. Once the lattice vibrates, the neighboring separation 
changes, the strength of J and D are affected, and the angle is consequently changed. This 
physical picture shows that a propagation of phonon will lead to the deviation of spin state 
away from its groundstate, as if the phonon excites magnons in the chiral magnets. We will 
perform a perturbation theory of the spin Hamiltonian in the presence of lattice vibration, 
and explore the phonon-driven spin wave transport and skyrmion motions. 
 
Fine-tuning of skyrmion dynamics via band engineering – The interface of magnetic 
multilayer provides exciting tunability of the electron transport of the skyrmion materials. 
Alternatively, once the skyrmion material is attached to a semiconductor, band 
engineering of the latter can realize fine-tuning of the skyrmion’s dynamical behavior. We 
will develop an advanced numerical approach by coupling the traditional micromagnetic 
simulation described by the Landau-Lifshitz-Gilbert (LLG) equation to the non-equilibrium 
Green’s function (NEGF)- based quantum transport theory, in order to simulate the spin 
dynamics in nanomagnetism in general and semiconducting skyrmions in particular. 
Calculation of spin density from NEGF and micromagnetic evolution from LLG will be 
iterated. To further escalate the efficiency, perturbation approaches will be performed to 
avoid taking inverse of large matrices in the computation of NEGF. 
 
Previous Publications 
 
The list below contains selected previous publications by the PI that are relevant for the 
PI’s new DOE-funded research program 
 
1. X. Zhao, C. Jin, C. Wang, H. Du, J. Zang, Y. Zhang, M. Tian, R. Che, “Direct observation 

of cascading phase transitions in skyrmion cluster states within FeGe nanodisks”, 
Proc. Natl. Acad. Sci, 201600197 (2016). 

2. H. Du, R. Che, L. Kong, X. Zhao, C. Jin, C. Wang, J. Yang, W. Ning, R. Li, C. Jin, X. Chen, J. 
Zang, Y. Zhang, and M. Tian, ‘Edge-mediated skyrmion chain and its collective 
dynamics in a confined geometry”, Nature Communications 6, 8504 (2015). 

3. H. Du, D. Liang, C. Jin, L. Kong, M. J. Stolt, W. Ning, J. Yang, Y. Xing, J. Wang, R. Che, J. 
Zang, S. Jin, Y. Zhang, and M. Tian, ‘Electrical probing of field-driven cascading 
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quantized transitions of skyrmion cluster states in MnSi nanowires”, Nature 
Communications, 6, 7637 (2015).  

4. G. Yin, Y. Liu, Y. Barlas, J. Zang, and R. Lake, ‘Topological spin Hall effect from 
magnetic skyrmions”, Phys. Rev. B 92, 024411 (2015).  

5. H. Hurst, D. Efimkin, J. Zang, and V. Galitski, ‘Charged skyrmions on the surface of a 
topological insulator”, Phys. Rev. B 91, 060401(R) (2015) 

6. J. Kang and J. Zang, ‘Transport theory of metallic B20 helimagnets”, Phys. Rev. B 91, 
134401 (2015).  

7. J. S. White, et al., Electric field-induced skyrmion distortion and lattice rotation in 
the magnetoelectric insulator Cu2OSeO3”, Phys. Rev. Lett. 113, 107203(2014), 
Editors' Suggestion.  

8. M. Mochizuki, et al., ‘Thermally driven ratchet motion of a skyrmion microcrystal 
and topological magnon Hall effect”, Nature Materials, 13, 241 (2014).  

9. Lingyao Kong, and J. Zang, ‘Dynamics of insulating skyrmion under temperature 
gradient”, Phys. Rev. Lett. 111, 067203 (2013). 

10. J. Zang, M. Mostovoy, J. H. Han, and N. Nagaosa, “Dynamics of skyrmion crystal in 
metallic thin films”, Phys. Rev. Lett. 107, 136804 (2011).  

11. J. H. Han, J. Zang, Z. Yang, J. H. Park, and N. Nagaosa, “Skyrmion lattice in a two- 
dimensional chiral magnet”, Phys. Rev. B 82, 094429 (2010). 
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Laser-induced ultrafast magnetization in ferromagnets 
 

Principal investigator:  Dr.  Guoping Zhang 

Department of Physics, Indiana State University 

gpzhang@indstate.edu 

 

Keywords: Ultrafast, laser, magnetization, reversal, magnetism 

 

Project Scope 
  

Our project focuses on a new frontier in magnetic storage. We explore the possibility to use a 

femsecond (fs) laser pulse to manipulate the spin in magnetic media. This will have a direct 

impact on the future magnetic storage devices. The scope of this program is to investigate why 

an ultrafast laser pulse can induce so great demagnetization within so short time scales (a few 

hundred femtoseconds), by targeting the exchange interaction reduction. It has been known for a 

long time that the exchange interaction plays a significant role in magnetism, but its response on 

the fs time is very complex and largely unknown. Our objectives are (1) to reveal how the laser 

pulse can effectively reduce or even quench the exchange interaction, and (2) to establish the 

link between the exchange reduction and the spin moment change by solving time-dependent 

Liouville equation coupled with the exchange interaction change. This will enable us to reveal 

some of the intricate relations between the band excitation and correlation effects. One path that 

we take is to investigate how the band relaxation affects the exchange interaction. This band 

relaxation is due to the laser excitation.  Another important path is that we explore the density 

functional itself for the excited states.  

 

Recent Progress 
 

Below are some highlights of progress made in the past 2 years (a more comprehensive 

publication list is appended below the highlights).   

 

Ultrafast reduction in exchange interaction by a laser pulse: alternative path to 

femtomagnetism 

 

Since the beginning of femtomagnetism [1,2], it has been hotly debated how an ultrafast laser 

pulse can demagnetize a sample and switch its spins within a few hundred femtoseconds, but no 

consensus has been reached. In this paper, we propose that an ultrafast reduction in the 

exchange interaction by a femtosecond laser pulse is mainly responsible for demagnetization 

and spin switching. The key physics is that the dipole selection rule demands two distinctive 

electron configurations for the ground and excited states and consequently changes the 

exchange interaction. Although the exchange interaction change is almost instantaneous, its 

effect on the spin is delayed by the finite spin wave propagation. Consistent with the  

experimental observation, the delay becomes longer with a stronger exchange interaction pulse. 

In spin-frustrated systems, the effect of the exchange interaction change is even more dramatic, 

where the spin can be directly switched from one direction to the other. Therefore, our theory 

has the potential to explain the essence of major observations in rare-earth transition metal 
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compounds for the last seven years. Our findings are likely to motivate further research in the 

quest of the origin of femtomagnetism. 

 

Band-structure relaxation during photoexcitation diminishes magnetism  

 

In contrast to previous theoretical 

studies, for the first time we go 

beyond the rigid band approximation 

and find that the band relaxation has 

a significant effect on the spin 

moment reduction and exchange 

splitting. Our study is performed in 

two steps.  We first generate the 

initial excited state by promoting 

electrons from the valence band to 

the conduction band. Then we solve 

the Kohn-Sham equation self-

consistently and, more importantly, 

allow the system to relax under this 

excited-state configuration. To our 

surprise, we find that in all the three 

3d ferromagnetic metals, both the 

exchange splitting and the spin 

moment are sharply reduced. Then 

we compare our result with 

experiments, where good agreement 

is found.  

 

Reducing electron exchange interaction on a femtosecond time  

        

 A decade ago Rhie et al [3]  reported that when ferromagnetic nickel is subject to an intense 

ultrashort laser pulse, its exchange splitting is reduced quickly. But to simulate such reduction 

remains a big challenge. The popular rigid band approximation (RBA), where both the band 

structure and the exchange splitting are held fixed before and after laser excitation, is unsuitable 

for this purpose, while the time-dependent density functional theory could be time-consuming. 

To overcome these difficulties, we propose a time-dependent Liouville and density functional 

theory (TDLDFT) that integrates the time-dependent Liouville equation into the density 

functional theory. As a result, the excited charge density is reiterated back into the Kohn–Sham 

equation, and the band structure is allowed to change dynamically. Even with the ground-state 

density functional, a larger demagnetization than RBA is found; after we expand Ortenzi’s spin 

scaling method into an excited-state (laser) density functional, we find that the exchange 

splitting is indeed strongly reduced, as seen in the experiment. Both the majority and minority 

bands are shifted toward the Fermi level, but the majority shifts a lot more. The ultrafast 

reduction in exchange splitting occurs concomitantly with demagnetization. While our current 

theory is still unable to yield the same percentage loss in the spin moment as observed in the 

experiment, it predicts a correct trend that agrees with the experiments. With a better functional, 

Figure 1. (Left) Theoretical scheme of our implementation. The 

laser creates an excited charge density and excited potential 

energy surface for the entire system. By solving the Kohn–Sham 

(KS) equation, we attain the KS wavefunction for the next 

iteration until convergence. 

(Right) Spin moment decreases as the energy absorbed increases 

for (a) fcc Ni, (b) hcp Co and (c) bcc Fe. 
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we believe that our results can be further improved. Our work paves a novel way to address the 

exchange interaction reduction in other materials. 

 

A new and simple model for magneto-optics uncovers an unexpected spin switching 

 

In magneto-optics the spin angular momentum Sz of a 

sample is indirectly probed by the rotation angle and 

ellipticity [4], which are mainly determined by the off-

diagonal susceptibility 𝜒𝑥𝑦
(1)

. Here we propose a new and 

simple model to establish such a much needed relation. 

Our model is based on the Hookean model, but includes 

spin-orbit coupling. Under continuous wave excitation, 

we show that 𝜒𝑥𝑦
(1)

 is indeed directly proportional to Sz for 

a fixed photon frequency ω. Such an elegant relation is 

encouraging, and we wonder whether our model can 

describe spin dynamics as well. By allowing the spin to 

change dynamically, to our surprise, our model predicts 

that an ultrafast laser pulse can induce a spin precession; 

with appropriate parameters, the laser can even reverse 

spin from one direction to another.  We believe that our 

spin-orbit coupled model may find some important 

applications in spin switching processes [5], a hot topic in 

femtomagnetism [1,2].  

 

 

 

Future Plans 

 
Band excitation – From the above study, we find that the band excitation is most likely to be 

the main course of the strong demagnetization. It is necessary to investigate how the transitions 

between these bands occur and how to implement them in the real materials. We expect the 

TDLDFT will have a broader impact not only in ferromagnets but also in high temperature 

superconductors, and more so than TDDFT. 

 

Layered structures in Co system – Co layered structures have shown a strong magnetic 

moment.  Since the structure can be tailored systematically, it also allows one to gradually 

change the spin moment. However, at this time, there are very few studies ever carried out. We 

plan to carry out additional calculations on this material. Our results can be compared with the 

experimental data directly. 

 

Spin reversal – We will further investigate how the spin reversal occurs in regular magnetic 

systems. This requires a massively parallel investigation of a big and amorphous system, which 

has been a big challenge for the first-principles investigation. Our Hookean model will be 

employed to study the all-optical spin switching. This is one of the promising directions that 

may well lead to a direct application. 

Figure 2.  All-optical spin reversal. The 

σ− pulse (solid line) only switches spin 

from down to up, while the σ+ pulse 

(dashed line) only switches spin from up 

to down. 
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Project Scope:  
 

The scope of this project includes theoretical development for accurate predictions of 
defects properties in electronic materials, and performing, in parallel, cutting-edge research in 
defect physics, such as non-equilibrium doping, deep-level engineering, excited-state properties, 
and defect-defect interaction and correlation, using first-principles theoretical tools with 
balanced accuracy and computation efficiency. We employ a comprehensive set of density 
functional theory (DFT) methods such as the local density approximation (LDA) and generalized 
gradient approximation (GGA)-based molecular dynamics (MD), time-dependent DFT (TDDFT), 
hybrid functional methods, and the many-body GW quasiparticle perturbation theory for 
accurate prediction of defect properties in electronic materials. We will examine, for charged 
defects, the response of the screening charge to the defect and the effects of the artificially 
introduced compensating jellium background, with the aim of eliminating unphysical 
interactions. Non-equilibrium doping is an active research topic of high current interest. We will 
study radiation damage, with a focus on the electronic excitation effect associated with ion 
implantation, and develop a theory for the recently-emerged and promising optical 
hyperdoping method. We will push the frontier of ab initio defect study from mainly isolated 
point defects to strongly interacting and correlated defects, e.g., clustering, and from mainly 
ground-state properties to exited-state properties. We will also explore possible paths to lower 
dopant ionization energy in ultrawide gap materials. 
 

Recent Progress: 
 
(1) Multivalency-induced band gap opening at the edges of transition metal dichalcogenides - 
Transition metal dichalcogenides (TMDs) such as MoS2 have attracted considerable interest 
recently because of their unique properties and potential applications. Most of the proposed 
applications require the control of edge states. Metallic edges may allow leakage current, which 
is detrimental to device function. The armchair nanoribbons of MoS2 have been theoretically 
shown to have a small gap (0.5-0.6 eV). However, armchair nanoribbons are usually not seen in 
experiment because zigzag ribbons have considerably lower energies. So far, theoretical 
calculations have shown that zigzag edges are metallic. 

In Ref. [9], we solved the puzzle of whether the zigzag edge of monolayer MoS2 is metallic 
or semiconducting. The answer in fact depends sensitively on S chemical potential and the 
polarization of the edges. We developed a generic electron counting model (ECM), which allows 
us to determine the 3× periodicity as the fundamental unit for semiconducting edges. We also 
demonstrated that the multivalency of Mo atoms is a critical factor for the reconstruction of 
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Fig. 1. Nominal charge states of 
Mo atoms at MoS2 zigzag edges 
and the corresponding band 
gap. 

the edges to fulfill the ECM and to open the band gap (see Fig. 
1). In addition, consistent with recent experiments, oxygen 
adsorption at edges results in even larger band gaps than the 
intrinsic edges. This concept of multivalency in TMD materials 
could also be generalized to understand point defects in TMDs 
or lateral junctions made of such materials.  
 
(2) Stacking fault defect in phosphorenes and black 
phosphorus - Monolayer and few-layer phosphorenes (FLPs), 
which are fabricated from the layered material, black 
phosphorus (BP), have recently emerged as a candidate 
material for making field effect transistors, as well as other 
electronic devices such as photodetectors and even terahertz 
detectors. The electronic structures of FLPs have been the 

subject of a number of theoretical studies. Most of the 
previous studies have focused on the stable stacking 
sequence as derived from the bulk BP, called AB stacking 
(see Fig. 2). In Ref. [6], we identify a new stacking 
(named Aδ, see figure) between monolayer 
phosphorenes, which is found to be the only metastable 
stacking besides the stable AB stacking. Other stackings, 
such as AA and AC, which were proposed in two 
previous studies, are found to be unstable and will 
spontaneously transform into either AB or Aδ stacking if 
symmetry constraint is lifted. The new Aδ stacking is 
found to give rise to a whole zoo of enriched electronic 
and transport properties for FLPs and BP, including a 
direct-to-indirect transition in band gap, oppositely 
behaved effective masses as the layer thickness 
increases, and widely tunable band gap, electron affinity 
(EA), and ionization potential (IP). Important 
applications in nanoelectronics are expected by 
employing such enhanced properties. In particular, 
lateral junctions with type-I, II, and III alignments could 
all be realized by a single material simply by 

manipulation of the stacking without any chemical modification. 
 
(3) Charge transfer at the MoS2/WS2 interface - The success of van der Waals heterostructures 
made of layered materials hinges on the understanding of charge transfer across the interface 
as the foundation for new device concepts. In contrast to conventional heterostructures, where 
a strong interfacial coupling is essential to charge transfer, recent experimental findings 
indicate that van der Waals heterostructues can exhibit ultrafast charge transfer despite the 
weak binding of these heterostructures. In Ref. [2], we find, using TDDFT-molecular dynamics 
(MD), the timescale of the charge transfer across the MoS2/WS2 heterostructure depends 

 

Fig. 2. Upper panels show the atomic 
structures of BP with the AB and Aδ 
stacking. Lower panels show the hole 
effective mass and ionization potential 
of phosphorenes with the two 
stackings as a function of thickness 
(i.e., the number of monolayers nL). 
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greatly on the nature of the stacking. 2H stacking was 
found to exhibit ultrafast (within 100 fs) charge 
transfer, while little to no charge was transferred in 
this timescale for either the 3R or AB’ stacking 
configurations.  

To understand the nature of the charge transfer, 
we constructed a simple analytic model of the van der 
Waals heterostructure, and we find that the oscillating 
dipole associated with the coherent motion of holes 
plays an essential role in the charge transfer. The rapid 
charge oscillations found through TDDFT-MD 
calculations are well represented in the model 
calculation, as shown in Fig. 3 (a) and (b). Further, by 
analyzing the model, we find that there is unexpected 
critical behavior in the system. When the dipole matrix 
coupling associated with the hole transfer,𝑀𝑧 =<
𝑀𝑜𝑆2|𝑧|𝑊𝑆2 >, is above a critical value, rapid charge 
oscillations take place. However, when 𝑀𝑧  drops 
below the critical value, the magnitude of the 
oscillations drop discontinuously from approximately 
75% to 5% of the hole population. This reduction of 
the dipole oscillation significantly weakens the 

dynamic coupling, leading to the much longer charge transfer times associated with the 
alternate stacking (3R and AB’) patterns found in the TDDFT-MD calculations.  
 

Future Plans (2016-2017): 
 

(1) Carrier transport through bounded defect states - Our recent work [Phys. Rev. Lett. 114, 
196801 (2015)] suggests that defects in two-dimensional (2D) semiconductors such as MoS2 are 
unlikely to be shallow due to reduced screening in the third dimension. This finding raises the 
fundamental question how charge carrier transport takes place in 2D systems. While the 
presence of a substrate is widely believed to affect the position of the defect levels inside the 
band gap and hence the ability to transport charged carriers, here we will explore the effect 
due to interactions between bounded defect states.  

 
(2) Molecular intercalation in layered materials - Small molecules inside solids have attracted 
considerable attention recently. It ranges from organic-inorganic hybrid photovoltaic 
semiconductors, to molecular doping of semiconductors [14], to molecular ion intercalation in 
graphite [M.-C. Lin, et al., Nature 520, 324 (16 April 2015)]. Here we will explore this scenario 
further by examining the mystery behind AlCl4 intercalation into graphite. Not only will the 
study offer physical insights into the experimental observations but also point to possible new 
directions in manipulating the materials properties through defect / impurity engineering. 

 

Fig. 3. Projection of hole wavefunction 
onto MoS2 (red) and WS2 (blue) layers 
based on TDDFT-MD (a) and model 
calculation (b). 
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(3) Topological carbon for future electronics - In the past year, through first-principles 
calculations and tight-binding modeling [5, 11, 12, Phys. Rev. Lett. 113, 085501 (2014)], we 
have established the genetic topological nature of three-dimensional (3D) carbon networks 
with mixed sp2 and sp3 characteristics. The key difference between the carbon-based 
topological physics is different from that of standard topological insulators in the sense that it 
does not rely on the spin-orbit coupling, which is intrinsically small for carbon, but on the 

orbital physics of the  electrons. Recently, such 3D carbon networks, known as carbon 
honeycombs, have been experimentally synthesized. We will build on our past successes and 
proceed to explore the exotic topological properties in such carbon structures and related 
materials for potential applications never envisioned before. 

 

List of key publications (2015-2016): 

(1) L. Seixas, D. West, A. Fazzio & S. B. Zhang, “Vertical twinning of the Dirac cone at the 
interface between topological insulators and semiconductors”, Nature Comm. 6, 7630 (2015). 
(2) H. Wang, J. Bang, Y. Y. Sun, L. Liang, D. West, V. Meunier, and S. B. Zhang, “The role of 
collective motion in the ultrafast charge transfer in van der Waals heterostructures”, Nature 
Comm. 7, 11504 (2016). 
(3) Y. Y. Sun, M. L. Agiorgousis, P. Zhang, and S. B. Zhang, “Chalcogenide perovskites for 
photovoltaics”, Nano Lett. 15, 581 (2015). 
(4) Y. Jiang, X. Zhang, Y. Wang, N. Wang, D. West, S. Zhang, and Z. Zhang, “Vertical/Planar 
Growth and Surface Orientation of Bi2Te3 and Bi2Se3 Topological Insulator Nanoplates”, Nano 
Lett. 15, 3147 (2015). 
(5) Y.-P. Chen, Y. Xie, S. A. Yang, H. Pan, F. Zhang, M. L. Cohen, and S. Zhang, “Nanostructured 
carbon allotropes with Weyl-like loops and points”, Nano Lett. 15, 6974 (2015). 
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Project scope:  

 Testing our fundamental understanding of the basic many body interactions that govern the 

electronic properties of semiconductor nanostructures requires access to spectroscopically rich 

and highly resolved data. Alas, such high quality spectroscopy tends to exist mostly in rather 

large nanostructures (that have good structural perfection, nearly perfect passivation and 

isolation from the environment). Such are the self-assembled epitaxial systems containing 

typically 100,000 or 1,000,000 atoms per computational unit cell, or colloidal QD containing ~ 

10,000 per cell. This size regime is well outside the range of DFT methodologies. At the same 

time, continuum-like effective-mass methods (based on envelope functions) that can handle large 

nanostructures lack the atomistic resolution needed to describe the underlying electronic 

structure phenomenology. Our method is tailored at such structures. Using our previously 

developed screened- pseudopotential plus configuration interaction approach we can directly 

address million–atom nanostructures of the sort described above. Our scope is to use this 

methodology for understanding fundamental electronic processes in nano- and eventually 

mesoscopic systems. 

The project is now transitioning to study ‘Quantum Materials’ including defects, doping and 

design DDD). A new renewal proposal has been submitted and approved for funding starting 

8/2016.The transition to this focus is already apparent in late 2015 and early 2016 ( subject C 

below) . 

Recent Progress (2014-2016):   

A. 2D Quantum wells and super lattice nanostructures [1]-[2]:  

B. Silicon Nano crystals [3]-[4]:  

C. ‘Quantum materials’ and Design of structures with target properties [5]-[10] 

 

Subject A. 2D Quantum wells and super lattice nanostructures [1]-[2]:  

 

Split Dirac cones in HgTe/CdTe quantum wells due to symmetry-enforced level anticrossing 

at interfaces [1] 

HgTe is a band-inverted compound, which forms a two-dimensional topological insulator if 

sandwiched between CdTe barriers for a HgTe layer thickness above the critical value. We 

describe the fine structure of Dirac states in the HgTe/CdTe quantum wells of critical and close-

to-critical thicknesses and show that the necessary creation of interfaces brings in another 

important physical effect: the opening of a significant anticrossing gap between the tips of the 

Dirac cones. The level repulsion driven by the natural interface inversion asymmetry of zinc-

blende heterostructures considerably modifies the electron states and dispersion but preserves the 

topological transition at the critical thickness. By combining symmetry analysis, atomistic 
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calculations, and extended k · p theory with interface terms, we obtain a quantitative description 

of the energy spectrum and extract the interface-mixing coefficient. We discuss how the 

fingerprints of the predicted zero-magnetic-field splitting of the Dirac cones could be detected 

experimentally by studying magnetotransport phenomena, cyclotron resonance, Raman 

scattering, and THz radiation absorption. 

2D Superlattices for PbTiO3-SrTiO3 ferroelectric-dielectric cation ordering induced 

polarization enhancement [2] 

An efficient computational material design approach (cluster expansion) is employed for the 

ferroelectric PbTiO3/SrTiO3 system. Via exploring a configuration space including over 3 × 106 

candidates, two special cation ordered configurations—either perfect or mixed 1/1 (011) 

superlattice—are identified with the mostly enhanced ferroelectric polarization by up to about 

95% in comparison with the (001) superlattice. We find that the exotic couplings between the 

antiferrodistortive (AFD) and ferroelectric (FE) modes which is absent from the PTO and STO, 

as the origin for the best polarization property of the two superlattices. This understanding 

should provide fresh ideas to design multifunctional perovskite heterostructures 

Subject B. Silicon Nano crystals [3]-[4]:  

 

Single-Dot Absorption Spectroscopy and Theory of Silicon Nanocrystals [3]  

A major question in field of nanostructures has been whether an indirect bulk compound such as 

Si can become direct, or strongly absorbing, at reduced dimensionality.  The modern theory of 

nanostructures treats nanostructures atomistically as a giant molecule rather than via continuum-

based effective mass methods. However, such high-resolution theoretical calculations cannot be 

compared with experimental data from ensemble measurements, where size (and shape) 

dispersion even at a very small scale smears out discrete features both in emission and 

absorption. So far only PLE of individual quantum dots was demonstrated only for direct band 

gap materials, but it is much more difficult to perform on single Si nanocrystals due to their low 

emission rate, stemming from ~ μs exciton lifetime. Here we report the first successful single dot 

spectra for Si in parallel with single dot excitonic calculations. We provide a detailed and full 

interpretation of the various excitonic transitions in Si nanocrystals showing the system can not 

be described as direct. 

Quasi-Direct Optical Transitions in Silicon Nano crystals exceeding the intensity of bulk 

transitions [4] 

Comparison of the measured absolute absorption cross section on a per Si atom basis of plasma-

synthesized Si nanocrystals (NCs) with the absorption of bulk crystalline Si shows that while 

near the band edge the NC absorption is weaker than the bulk, yet above ~2 eV the NC absorbs 

up to 5 times more than the bulk. Using atomistic screened pseudopotential calculations we show 

that this enhancement arises from interface-induced scattering that enhances the quasi-direct, 

zero-phonon transitions by mixing direct -like wavefunction character into the indirect X-like 

conduction band states. The absorption enhancement factor increases exponentially with 

decreasing NC size and is correlated with the exponentially increasing direct -like 

wavefunction character mixed into the NC conduction states. This observation and its theoretical 

understanding could lead to engineering of Si and other indirect band gap NC materials for 

optical and optoelectronic applications. 

Subject C: ‘Quantum materials’ and Design of structures with target properties [5]-[10]  
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Our work here centered on using first-principles calculations to study special intriguing effects in 

so called ‘ Quantum Materials’. Recent results include: 

 

(a) Discovering that the interfacial charge and magnetism at the junction between two insulators 

LaAlO3 and SrTiO3 originates from polarity-induced spontaneous defect formation, not from 

‘polarization catastrophe’ [5]. This realization creates a different design principle for 

achieving conductivity between insulators. 

 

(b) Design of a never before made compound that is a transparent, 3 eV band gap conductor 

(made from heavy elements Ta,Ir,Ge normally not associated with large band gaps) ,and 

experimental verification (measured mobility of 2700 at room temperature ) [6].This 

suggests a different way of thinking about what creates wide gaps in heavy element 

compounds ( a different kind of band anti crossing), and what can lead to conductivity in the 

presence of a wide gap ( easily formed Ge-on-Ta anti site defect that releases plenty of 

mobile holes). 

 

(c) Sorting of numerous never before made (‘missing compounds’) of the 1:1:1 family into 

‘missing predicted stable’ and ‘missing predicted unstable’ and successful synthesis of 18 

members of the former class with structures agreeing in all cases with the predicted ones [7]. 

This collaboration created some confidence in our method of predicting lowest energy 

structures ( e.g via our Global Space Group Optimization ( GSGO) DFT method as well as 

high throughput tests),and created a list of never before made interesting compounds 

including TI and transparent conductors. 

 

(d) Design of a new prototype compound Rb(CuTe) made from 2D like Cu-Te nanoribbons  

embedded in a 3D ordinary lattice (of Rb atoms), such that external strain is ‘absorbed’ via 

rotation of the nanoribbons rather than by a large increase in stress [8]. This opens an 

interesting avenue for strain tolerant compounds containing a ‘molecular like’ component 

that has internal (e,g rotational) degrees of freedom. 

 

(e) Design of a topological superlattice InSb/CdTe from component materials that are not 

topological [9]. Here the idea is to utilize the internal electric field set up by these non- isovalent 

components (a III-V such as InSb and a II-VI such as CdTe) to create a Stark effect that leads to 

band inversion.This permits making TI from non band inverted components. 

 

Future Directions:  

 

(a) Investigating whether a metal (with Fermi level intersecting a band) can nevertheless be 

transparent ( ie  designing forbidden transitions at photon energies below 2-3 eV. 

 

(b) Study the bulk properties and defects Hybrid Organic-inorganic Perovskites with Target 

Intrinsic Photovoltaic Functionalities  

 

 (c) Investigating whether oxides can be simultaneously topological insulators and 

thermodynamically stable: Co-evaluation of topological insulation and structural stability of 

ABO3 oxide perovskites  
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(d) Using defect DFT theory to study the origin of spontaneous off stoichiometry in quantum 

materials including transition metals, such as half-Heusler compounds 

 

 

 Ten Publications  (August 2014 – July 2016) supported by BES (additional publications and 

developments can be found in our web page http://www.colorado.edu/zunger-materials-by-

design/ ) 

 
A.  2D Quantum wells and super lattice nanostructures: 

  

[1] S.A. Tarasenko, M.V. Durnev, M.O. Nestoklon, E.L. Ivchenko, J.-W. Luo, A. Zunger, “Split Dirac cones in 

HgTe/CdTe quantum wells due to symmetry-enforced level anticrossing at interfaces”, Phys. Rev. B. Rapid 

Communication 91 (2015) 081302  

 

[2] J. Deng, A. Zunger, J.Z.  Liu, “Cation ordering induced polarization enhancement for PbTiO3-SrTiO3 

ferroelectric- dielectric superlattices”, Phys.  Rev. Rapid  Communication B. 91 (2015) 081301.  

 

 B. Silicon Nano crystals:  

 

 [3] I. Sychugov, F. Pevere, Jun-Wei Luo, Alex Zunger , Jan Linnros 

“Single-dot Absorption Spectroscopy and Theory of Silicon Nanocrystal”, Phy. Rev.B. Rapid Communication  93, 

161413 (2016).  

 

 [4] Benjamin G. Lee, Jun Wei Luo, Nathan R. Neale, Matthew C. Beard, Daniel Hiller Margit Zacharias, Alex 

Zunger, Pauls Stradins "Quasi-Direct Optical Transitions in Silicon Nano crystals exceeding the intensity of bulk 

transitions" Nano Letters 16, 1583-1589 (2016) 

 

C.  ‘Quantum Materials’ and Design of structures with target properties  

 

[5] L. Yu, A. Zunger,"A polarity-induced defect mechanism for conductivity and magnetism at polar-nonpolar oxide 

interfaces," Nature Communications 5, 5118 (2014). 

 

[6] F. Yan, X. Zhang, Yonggang Yu, L.Yu, A. Nagaraja, T.O. Mason, and Alex Zunger" Design and discovery of a 

novel Half‐ Heusler transparent hole conductor made of all metallic heavy elements" Nature Communication 6, 

7308 (2015). 

 

 [7] R. Gautier, X. Zhang, L. Hu, L. Yu, Y. Lin, T. O. L. Sunde, D. Chon, K. R. Poeppelmeier, A. 

Zunger,"Prediction and accelerated laboratory discovery of previously unknown 18-electron ABX compounds", 

Nature Chemistry 7, 308-316 (2015) 

 

[8] Michael J. Vermeer, Xiuwen Zhang, Giancarlo Trimarchi, Peter J. Chupas, Kenneth R. Poeppelmeier and Alex 

Zunger "Prediction and Synthesis of Strain Tolerant RbCuTe Crystals Based on Rotation of One-Dimensional Nano 

Ribbons within a Three-Dimensional Inorganic Network" J. Am. Chem. Soc. 137, 11383 (2015). 

 

[9] Q. Liu, X. Zhang, L. B. Abdalla and A. Zunger, "Transforming common III-V and II-VI semiconductor 

compounds into two-dimensional topological heterostructures: The case of CdTe/InSb superlattices" Advaced 

Functiona Materials 26, 3259-3267 (2015) 

 

[10] Jino Im, Giancarlo Trimarchi, Kenneth Poeppelmeier, and Alex Zunger "Incomplete Peierls-like chain 

dimerization as a mechanism for intrinsic conductivity and optical transparency: A La-Cu-O-S phase with mixed-

anion layers as a case study" Phys. Rev B 92, 235139 (2015) 
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Semiconductor nanostructures, such as quantum dots (QDs), provide an interesting interplay of 

interaction effects in confined geometries and novel opportunities to control the spin and orbital 

ordering at the nanoscale.  However, owing to the computational complexity of including even a 

small number of magnetic impurities (~10), there is a need to apply various approximation 

schemes to accurately describe magnetic QDs. Unfortunately, a widely used mean-field theory 

leads to spurious phase transitions and an incorrect description of the carrier density in small 

magnetic systems. These difficulties impede the progress in understanding the fundamental 

properties and potential applications of semiconductor nanostructures. To systematically address 

this situation, our main objectives are: (i) developing a comprehensive framework suitable to 

study the interplay of many-body effects and quantum confinement in small magnetic systems, 

focusing on the inclusion of spin fluctuations and developing computational methods beyond 

the mean-field approximation. (ii) exploring novel possibilities for the control of spin and 

orbital ordering in semiconductor nanostructures, as well as to providing proposals for their 

experimental implementation. 

Recent Progress 

Below are some highlights of progress made in the past 2 years (our publication list and used 

references are given below the highlights).   

Unconventional Magnetic Polaron Formation in 

(II,Mn)VI Quantum Dots 

The formation of a magnetic polaron (MP) can be 

viewed as a cloud of localized impurity spins, aligned 

through exchange interaction with a confined carrier 

spin. It leads to an energy gain by MP formation, EMP, 

and a red shift in the photoluminescence. Almost all 

previous MP studies in QDs used a spatially direct 

Type-I band alignment. Electrons and holes are 

confined in the same region, since the position of a 

conduction band (CB) minimum and valence band 

(VB) maximum coincide. Such QDs promote fast 

electron-hole recombination and thus suppress the 

carrier-mediated magnetic ordering. With 

experimentalists at U. Buffalo [1], we explored paths 

to overcome those limitations by focusing on spatially indirect Type-II QDs (Fig. 1). A strong 

electron-hole spatial separation leads to much longer radiative lifetimes, i.e., the carriers have 

more time to align nearby Mn-spins. Surprisingly, in two closely related MBE grown Type-II 

QD systems [Figs. 1(a) and (b)], the MP formation displays a strikingly different behavior based 

on the location of Mn ions. A conventional MP behavior, i.e., a strong EMP suppression with 

temperature (T) and magnetic field (B) is observed for Mn-doping outside of the QD [Figs. 1(c) 

 

Fig. 1 Type-II band alignment in (a) (Zn,Mn)Se/ 
ZnTe and (b) ZnSe/(Zn,Mn)Te QDs. (c), (d) 
Temperature dependence of the MP energy. (e), (f)  
B-field dependence of the MP energy [1].  

 

390

mailto:zigor@buffalo.edu


and (e)]. Both thermal disorder and B-field [partially pre-aligns Mn spins and thus the energy 

gain through the subsequent exchange-driven alignment is suppressed], give the expected 

behavior. In contrast, a qualitatively different behavior of robust MPs is seen for Mn-doping in 

the QDs with a strong hole-Mn overlap [Figs. 1(d) and (f)]. We have qualitatively explained 

such a peculiar EMP(T,B) behavior, attributed to a large difference in the magnitude of the 

exchange field.  

Magnetic Ordering in Quantum Dots: Open vs. Closed Shells  

Changing the carrier occupancy, from open to closed shells, leads to qualitatively different 

forms of carrier-mediated magnetic ordering in QDs. While it is common to study such 

nanomagnets within a mean field approximation 

(MFA), excluding the spin fluctuations can mask 

important phenomena and lead to spurious 

thermodynamic phase transitions in small magnetic 

systems [2]. By employing coarse-grained, variational, 

and Monte Carlo methods on singly and doubly 

occupied QDs to include spin  fluctuations, we have 

studied the relevance of the MFA and identified 

different finite-size scaling. To qualitatively 

distinguish magnetic ordering in different systems, we 

use a simple description in which the relevant free 

energy functional is reduced to a MFA free energy, F, 

given as a function of the order parameter X, and T, 

           F(X,T) = g0 +g1X +αX2/2+g4X4/4,         (1) 

where the coefficients, g0, g1, α, and g4  are functions 

of T, see Fig. 2. The quadratic and quartic terms in X 

describe the entropy of the magnetic ions. In contrast 

to the conventional Ginzburg-Landau form, Eq. (1) 

contains the linear term in X in the absence of an 

applied B-field. We explain the origin of this term by 

a careful choice of the order parameter, which should be an observable quantity, such as the 

exchange energy [2] and not the widely used magnetization which leads to spurious phase 

transitions in nanomagnets. 

Magnetoanisotropic Andreev Reflection in Ferromagnet/Superconductor Junctions 

We reveal [3] how the spin-orbit coupling (SOC) and crystalline anisotropy influence the 

process of   Andreev reflection (AR), in which the reflected particle carries the information 

about the phase of the incident particle and the macroscopic phase of the superconductor to 

which a Cooper pair is being transferred, see Fig. 3. AR spectroscopy is known as a sensitive 

probe of signatures of a superconducting pairing and carrier spin polarization in F/S junctions. 

While the anisotropy of the AR was previously attributed to the anisotropy of the 

superconducting pair potential, we show [3] that it can also arise due to interfacial SOC, even 

with an isotropic s-wave pairing. We ascribe behavior to the change in direction 

Fig. 2 Magnetic ordering in nanomagnets. A system 
that (a) does not and (b) does display a phase 
transition. The free energy, Eq. (1), is shown as a 
function of the order parameter at various T 
applicable to both (a) and (b). (c) The T-evolution of 
the order parameter for the free energy described 
in (a) and (b). (d) For high T, there are two 
qualitatively different finite-size scalings for the 
normalized order parameter which also extrapolate 
to distinct thermodynamic limits (circles) [2].  
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 of magnetization in the F region. Remarkably, 

the resulting magneto-anisotropic AR (MAAR), 

leads to anisotropic out-of–plane resistance [3], 

       MAAR=[R(90o)-R(0o)]/R(90o),    (2) 

orders of magnitude larger than its normal-state 

counterpart, tunneling anisotropic 

magnetoresistance (TAMR) in highly spin-

polarized F. This is because AR (with no 

analog in the normal-state TAMR) is very 

sensitive to interfacial SOC fields. Our 

findings, recently experimentally confirmed, 

establish AR spectroscopy as a probe of 

interfacial SOC in F/S junctions.  

Theory of Novel Mn-doped II-II-V 

Semiconductors     

A novel II-II-V magnetic semiconductor 

(Ba,K)(Zn,Mn)2As2, isostructural to 122 Fe-

based superconductors, with its decoupled spin 

and charge doping, provides a unique 

opportunity to elucidate  the microscopic origin of the 

magnetic interaction and ordering in dilute magnetic 

semiconductors (DMS). We show that (i) the 

conventional density functional theory accurately 

describes this material, and (ii) the magnetic 

interaction emerges from the competition of the short-

range superexchange and the longer-range spin-spin 

interaction mediated by the itinerant As holes, 

depicted in Fig. 4 [4]. The carrier-mediated interaction 

can be viewed as a high-doping extrapolation of 

double exchange with the Schrieffer-Wolff p−d 

interaction representing an effective Hund’s rule 

coupling, Jeff. The key difference between the classical double exchange and the actual 

interaction in DMS is that an effective Jeff, as opposed to the standard Hund’s coupling J, 

depends on the Mn d−band position with respect to the Fermi level, and thus allows tuning of 

the magnetic interactions. We predict a path to enhance TC in novel DMS with an already 

record-high TC. 

Future Plans 

Experimental Realization of Magnetoanisotropic Andreev Reflection Results in high-quality 

Fe/MgO/S junctions by Farkhad Aliev (UNAM) show MAAR/TAMR>600, consistent with our 

predictions initially focused on S/semiconductor junctions [3]. We will modify our approach for 

F/MgO/S junctions and generalize our MAAR model [3] neglecting the orbital effect, induced 

by the B-field needed to rotate the magnetization. The inclusion of the B-field will be also 

important to explain a peculiar long-range proximity effect. 

Transport and Magnetic Patterns in Quantum Dots While spin-dependent transport in has 

been studied in various QDs, it assumed the absence of magnetism in closed-shell systems. This 

            
Fig. 3 Top: F/S junction. Magnetization vector m is given by 
the spherical angles Θ, Φ. Current, I, flows normal to the 
interface. Bottom: Scattering processes at the F/S interface 
with SOC. Electrons (holes): full (empty) circles. Vertical 
arrows denote the spin. The processes for a spin up 
incoming electron: (a) Specular reflection, AR, (c) hole-like 
transmission, (d) electron-like transmission, (e)-(h) Spin-flip 
counterparts. (f) Spin-flip (equal electron, hole spins) AR [3]. 

 

 
Fig. 4 The magnetic interaction’s doping dependence 
as a function of distance between Mn pairs for different 
hole doping, x in (Ba,K)(Zn,Mn)2As2.  A corresponding 
sign change, as a function distance, reveals the 
competition of the antiferromagnetic short-range 
superexchange and ferromagnetic carrier-mediated 
indirect changes, leading to frustrated magnetism [4]. 
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assumption contradicts our findings of two-carrier generalization of the MPs. We will study 

magnetic QDs with a tunable carrier occupancy that we expect would lead to nontrivial changes 

in magnetic ordering and the appearance of magnetic patterns. 

Tunneling Planar Hall Effect in Topological Insulators In 3D topological insulators that have 

helical surface states with spin-momentum locking, we have predicted a novel tunneling planar 

Hall effect [9] arising from an electrostatic control of a magnetic barrier. Using first-principles 

calculations, we will examine suitable materials systems to verify our predictions and explore 

the coexistence of trivial and topological surface states.  
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