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DEPARTMENT OF ENERGY
Appropriation Summary
(dollars in thousands)

FY 2022

Department of Energy EY 2021 Enacted Annualized r:Y2023 FY 2023 vs. FY 21 Enacted
R equest 5 I %
Department of Energy
Energy Efficiency and Renewable Energy 2,861,760 2,861,760 4,018,885 1,157,125 40.4%
Electricity 211,720 211,720 297,386 85,666 40.5%
Cybersecurity, Energy Security, and Emergency Response 156,000 156,000 202,143 46,143 29.6%
Petroleum Reserves
Strategic Petroleum Reserves 188,000 188,000 214,175 26,175 13.9%
Naval Petroleum & Oil Shale Reserves 13,006 13,006 13,004 -2 0.0%
SPR - Petroleum Account 1,000 1,000 8,000 7,000 700.0%
Northeast Home Heating Oil Reserves 6,500 6,500 7,000 500 7.7%
Subtotal, Petroleum Reserves 208,506 208,506 242,179 33,673 16.1%
Grid Deployment Office - - 90,221 90,221 N/A
Federal Energy Management Program (FEMP) - - 169,661 169,661 N/A
Office of Manufacturing & Energy Supply Chains (MESC) - - 27,424 27,424 N/A
Office of State and Community Energy Programs (SCEP) - - 726,897 726,897 N/A
Nuclear Energy 1,357,800 1,357,800 1,518,460 160,660 11.8%
Nuclear Waste Disposal 27,500 27,500 10,205 -17,295 -62.9%
Fossil Energy and Carbon Management 750,000 750,000 893,160 143,160 19.1%
Uranium Enrichment Decontamination and Decommissioning Fund (UED&D) 841,000 841,000 822,421 -18,579 -2.2%
Energy Information Administration 126,800 126,800 144,480 17,680 13.9%
Non-Defense Environmental Cleanup 319,200 319,200 323,249 4,049 1.3%
Science 7,026,000 7,026,000 7,799,211 773,211 11.0%
Office of Technology Transitions - - 21,558 21,558 N/A
Office of Clean Energy Demonstrations - - 214,052 214,052 N/A
Advanced Research Project Agency-Energy 427,000 427,000 700,150 273,150 64.0%
Departmental Administration 166,000 166,000 397,203 231,203 139.3%
Indian Energy Policy and Programs 22,000 22,000 150,039 128,039 582.0%
Office of Inspector General 57,739 57,739 106,808 49,069 85.0%
Loan Programs
Title 17 - Innovative Technology Loan Guarantee Program (1) 29,000 29,000 168,206 139,206 480.0%
Advanced Technology Vehicles Manufacturing Loan Program 5,000 5,000 9,800 4,800 96.0%
Tribal Energy Loan Guarantee Program 2,000 2,000 1,860 -140 -7.0%
Subtotal, Loan Programs 36,000 36,000 179,866 143,866 399.6%
Subtotal, Energy Programs 14,595,025 14,595,025 19,055,658 4,460,633 30.6%
National Nuclear Security Administration
Federal Salaries and Expenses 443,200 443,200 496,400 53,200 12.0%
Weapons Activities 15,345,000 15,345,000 16,486,298 1,141,298 7.4%
Defense Nuclear Nonproliferation 2,260,000 2,260,000 2,346,257 86,257 3.8%
Naval Reactors 1,684,000 1,684,000 2,081,445 397,445 23.6%
National Nuclear Security Administration 19,732,200 19,732,200 21,410,400 1,678,200 8.5%
Environmental and Other Defense Activities
Defense Environmental Cleanup 6,426,000 6,426,000 6,914,532 488,532 7.6%
Defense UED&D Fund (2) - - - - N/A
Other Defense Activities 920,000 920,000 978,351 58,351 6.3%
Subtotal, Environmental and Other Defense Activities 7,346,000 7,346,000 7,892,883 546,883 7.4%
Nuclear Energy (050) 149,800 149,800 156,600 6,800 4.5%
Subtotal, Atomic Energy Defense Activities 27,228,000 27,228,000 29,459,883 2,231,883 8.2%
Power Marketing Administrations
Southeastern Power Administration (SEPA) - - - - N/A
Southwestern Power Administration (SWPA) 10,400 10,400 10,608 208 2.0%
Western Area Power Administration 89,372 89,372 98,732 9,360 10.5%
Falcon and Amistad Operating and Maintenance Fund 228 228 228 0 0.0%
Colorado River Basins Marketing Fund -21,400 -21,400 -8,568 12,832 -60.0%
Subtotal, Power Marketing Administrations 78,600 78,600 101,000 22,400 28.5%
Subtotal, Department of Energy 41,901,625 48,616,541 6,714,916 16.0%
Federal Energy Regulatory Commission - - - - N/A
Receipts and Offsets
Excess Fees and Recoveries, FERC -9,000 -9,000 -9,000 - 0.0%
Title XVII Loan Guar. Prog Section 1703 Negative Credit Subsidy Receipts - - -7,000 -7,000 N/A
UED&D Fund Discretionary Payments - -417,000 -417,000 N/A
Receipts and offsets -9,000 -9,000 -433,000 -424,000 4711.1%
Department of Energy 41,892,625 41,892,625 48,183,541 6,290,916 15.0%




DEPARTMENT OF ENERGY
Appropriation Summary
(dollars in thousands)

FY 2022
Department of Energy EY 2021 Enacted Annualized r:YZOZE’. FY 2023 vs. FY 21 Enacted
R equest 5 I %
DOE Budget Function
NNSA Defense (050) Total 19,732,200 19,732,200 21,410,400 1,678,200 8.5%
Non-NNSA Defense Total 7,495,800 7,495,800 8,049,483 553,683 7.4%
Defense (050) 27,228,000 27,228,000 29,459,883 2,231,883 8.2%
Science (250) 7,026,000 7,026,000 7,799,211 773,211 11.0%
Energy (270) 7,638,625 7,638,625 10,924,447 3,285,822 43.0%
Non-Defense (Non-050) 14,664,625 14,664,625 18,723,658 4,059,033 27.7%

(1) The FY 2021 and FY 2022 Continuing Resolution entries for Title 17 and ATVM do not reflect rescissions of prior year emergency balances enacted in Public Law 116-260.
Including the rescissions, the final amounts for Title 17 and ATVM would be -$363 million and -$1,903 million, respectively.

(2) In the FY 2023 Request, Defense Uranium Decontaination and Decommissioning is requested within the Defense Environmental Cleanup Appropriation.
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Science
Proposed Appropriation Language

For Department of Energy expenses including the purchase, construction, and acquisition of plant and capital equipment,
and other expenses necessary for science activities in carrying out the purposes of the Department of Energy Organization
Act (42 U.S.C. 7101 et seq.), including the acquisition or condemnation of any real property or any facility or for plant or
facility acquisition, construction, or expansion, and purchase of not more than [35] 35 passenger motor vehicles including
one ambulance for replacement only, [$7,026,000,000] S7,799,211,000, to remain available until expended: [Provided]
provided, [That] that of such amount, [$192,000,000] $211,211,000 shall be available until September 30, [2023] 2024, for
program direction.

Note.—A full-year 2022 appropriation for this account was not enacted at the time the budget was prepared, therefore, the
budget assumes this account is operating under the Continuing Appropriations Act, 2022 (Division A of P.L. 117-43, as
amended). The amounts included for 2022 reflect the annualized level provided by the continuing resolution.

Explanation of Change
Proposed appropriation language updates reflect the funding and replacement of passenger motor vehicle levels.
Public Law Authorization

Science:

= Public Law 95-91, “Department of Energy Organization Act”, 1977

= Public Law 102-486, “Energy Policy Act of 1992”

= Public Law 108-153, “215t Century Nanotechnology Research and Development Act 2003”
= Public Law 108-423, “Department of Energy High-End Computing Revitalization Act of 2004”
= Public Law 109-58, “Energy Policy Act of 2005”

= Public Law 110-69, “America COMPETES Act of 2007”

= Public Law 111-358, “America COMPETES Reauthorization Act of 2010”

= Public Law 115-246, “American Super Computing Leadership Act of 2017”

= Public Law 115-246, “Department of Energy Research and Innovation Act”, 2018

= Public Law 115-368, “National Quantum Initiative Act”, 2018

Isotope R&D and Production

= Public Law 101-101, “1990 Energy and Water Development Appropriations Act”, establishing the Isotope Production
and Distribution Program Fund

= Public Law 103-316, “1995 Energy and Water Development Appropriations Act”, amending the Isotope Production and
Distribution Program Fund to provide flexibility in pricing without regard to full-cost recovery

Workforce Development for Teachers and Scientists:
= Public Law 101-510, “DOE Science Education Enhancement Act of 1991”
= Public Law 103-382, “The Albert Einstein Distinguished Educator Fellowship Act of 1994”

Science 5 FY 2023 Congressional Budget Justification






Science
(dollars in thousands)

| FY 2021 Enacted | FY 2022 Annualized CR | FY 2023 Request |
| $7,026,000 | $7,026,000 | $7,799,211 |

Overview

The Office of Science’s (SC) mission is to deliver scientific discoveries and major scientific tools to transform our
understanding of nature and advance the energy, economic, and national security of the United States (U.S.). SC is the
Nation’s largest Federal sponsor of basic research in the physical sciences and the lead Federal agency supporting
fundamental scientific research for our Nation’s energy future.

SC accomplishes its mission and advances national goals by supporting:

= The frontiers of science—exploring nature’s mysteries from the study of fundamental subatomic particles, atoms, and
molecules that are the building blocks of the materials of our universe and everything in it to the DNA, proteins, and
cells that are the building blocks of life. Each of the programs in SC supports research probing the most fundamental
disciplinary questions.

= The 21% Century tools of science—providing the nation’s researchers with 28 state-of-the-art national scientific user
facilities, the most advanced tools of modern science, propelling the U.S. to the forefront of science, technology
development, and deployment through innovation.

= Science for energy and the environment—paving the knowledge foundation to spur discoveries and innovations for
advancing the Department’s mission in energy and environment. SC supports a wide range of funding modalities from
single principal investigators to large team-based activities to engage in fundamental research on energy production,
conversion, storage, transmission, and use, and on our understanding of the earth systems.

SC is an established leader of the U.S. scientific discovery and innovation enterprise. Over the decades, SC investments and
accomplishments in basic research and enabling research capabilities have provided the foundations for new technologies,
businesses, and industries, making significant contributions to our nation’s economy, national security, and quality of life.
Select scientific accomplishments in FY 2021 enabled by the SC programs are described in the program budget narratives.
Additional descriptions of recent science discoveries can be found at https://science.osti.gov/Science-Features/Science-
Highlights.

Highlights and Major Changes in the FY 2023 Request

The FY 2023 Request for SC is $7,799.2 million, an increase of 11.0 percent above the FY 2021 Enacted level, to implement
the Administration’s objectives to advance bold, transformational leaps in U.S. science and technology (S&T), build a
diverse workforce of the future, and ensure America remains the global S&T leader for generations to come. The FY 2023
Request supports a balanced research portfolio of basic scientific research probing some of the most fundamental
questions in areas such as: high energy, nuclear, and plasma physics; materials and chemistry; biological and environmental
systems; applied mathematics; next generation high-performance computing and simulation capabilities; isotope
production; and basic research to advance new accelerator and energy technologies.

The Request increases investments in Administration priorities including basic research on climate change and clean energy,
artificial intelligence (Al) and machine learning (ML), and biopreparedness. SC’'s Reaching a New Energy Sciences Workforce
(RENEW) initiative doubles to expand targeted efforts to increase participation and retention of individuals from
underrepresented groups in SC research activities. SC initiates three new research initiatives to include SC Energy
Earthshots; Funding for Accelerated, Inclusive Research (FAIR); and Accelerate Innovations in Emerging Technologies
(Accelerate). The Request also supports ongoing investments in priority areas including microelectronics, critical materials,
guantum information science (QIS), exascale computing, fundamental science to transform manufacturing, and accelerator
science and technology. These initiatives position SC to address new research opportunities through more collaborative,
cross-program efforts.

Science 7 FY 2023 Congressional Budget Justification



In FY 2023, SC requests funding for three new research initiatives:

SC Energy Earthshots: The SC Energy Earthshots initiative will support both small group awards and larger center
awards through the Energy Earthshot Research Centers (EERCs). EERCs will bring together multi-investigator,
multi-disciplinary teams to address key research challenges at the interface between basic research and applied
research and development activities. EERCs will entail collaboration within each team awards involving academic,
national laboratory, and industrial researchers by SC and DOE energy technology offices, establishing a new era of
cross-office research cooperation.

Funding for Accelerated, Inclusive Research (FAIR): The FAIR initiative will provide focused investment on
enhancing research on clean energy, climate, and related topics at Minority Serving Institutions (MSls), including
attention to underserved and environmental justice regions. The activities will improve the capability of MSls to
perform and propose competitive research and will build beneficial relationships between MSls and DOE national
laboratories and facilities.

Accelerate Innovations in Emerging Technologies (Accelerate): The Accelerate initiative will support scientific
research to accelerate the transition of science advances to energy technologies. The goal is to drive scientific
discovery to sustainable production of new technologies across the innovation continuum, to provide experiences
in working across this continuum for the workforce needed for industries of the future, and to meet the nation’s
needs for abundant clean energy, a sustainable environment, and national security.

The Request supports SC’s basic research portfolio, which includes extramural grants and contracts supporting nearly
29,000 researchers located at over 300 institutions and the 17 DOE national laboratories, spanning all fifty states and the
District of Columbia. In FY 2023, SC'’s suite of 28 scientific user facilities will continue to provide unmatched tools and
capabilities for nearly 34,000 users per year from universities, national laboratories, industry, and international partners.
The Request will also support the construction of new and upgraded user facilities and the R&D necessary for future
facilities to continue to provide world class research capabilities to U.S. researchers. SC also continues to update its
business processes for awards management and research related activities to advance diversity, equity, and inclusion in its
extramural research programs. SC allocates Working Capital Fund charges for common administrative services to the
research programs and the Program Direction account.

Science
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Highlights of the FY 2023 Request by Program Office include:

= Advanced Scientific Computing Research (ASCR) supports research to discover, develop, and deploy computational and
networking capabilities to analyze, model, simulate, and predict complex phenomena important to the DOE and the
U.S. The ASCR Request of $1,068.7 million, is an increase of $53.7 million, or 5.3 percent, above the FY 2021 Enacted
level. The Request will strengthen U.S. leadership in strategic computing with operation of the Nation’s first exascale
computing system, Frontier, at Oak Ridge National Laboratory, and deployment of a second system, Aurora, at Argonne
National Laboratory. The Request includes $227.0 million for SC’s contribution to DOE’s Exascale Computing Initiative
(ECI) to deploy an exascale computing software ecosystem and mission critical applications to address national needs.
A total of $150.0 million of this effort will go to the Argonne Leadership Computing Facilities to continue deployment of
the exascale systems and support for early science users and Exascale Computing Project (ECP) project teams. To
ensure progress during and after ECP, the Request increases support for basic research in applied math and computer
science, as well as the Scientific Discovery through Advanced Computing (SciDAC) institutes, while transitioning
research and development efforts from ECP. The Request supports new activities to support the FAIR initiative to
expand clean energy research and capabilities at MSls; the Accelerate initiative to support fundamental research that
accelerates the transition of science to technologies; and the SC Energy Earthshots initiative, including the
establishment of new Energy Earthshot Research Centers. ASCR’s Applied Mathematics and Computer Science
programs will develop new scalable energy efficient algorithms and software. The Request also supports additional
SciDAC partnerships with the Department’s Applied Energy programs, NIH, and other agencies, to improve emergency
response as well as investments to broaden and use the foundation of Al. Investments in QIS testbeds, Centers, and
networking are maintained. Efforts under the advanced computing infrastructure that enables data-driven science are
expanded to address increasing demand from upgrades at Office of Science user facilities. The Request also continues
the design of a state-of-the-art scientific high-performance computing data facility focused on the unique challenges of
near real-time computing needed to support the explosion of SC scientific data that will serve as the anchor for the
advanced computing infrastructure. The Request also provides robust support for ASCR user facilities operations to
ensure the availability of high-performance computing and networking to the scientific community as well as upgrades
to maintain U.S. leadership in these essential areas. This includes planning for an upgrade to the National Energy
Research Scientific Computing Center (NERSC). To increase participation and retention of underrepresented groups in
areas relevant to ASCR, the Request continues support for the Computational Science Graduate Fellowship and
RENEW.

= Basic Energy Sciences (BES) supports fundamental research to understand, predict, and ultimately control matter and
energy at the electronic, atomic, and molecular levels to provide foundations for new energy technologies. The BES
Request of $2,420.4 million is an increase of $175.4 million, or 7.8 percent, above the FY 2021 Enacted level. The
Request focuses resources on the highest priorities in early-stage fundamental research, operation and maintenance of
a complementary suite of scientific user facilities, and facility upgrades. High priority areas in core research include
clean energy, critical materials/minerals, manufacturing including next-generation microelectronics, biopreparedness,
QlS, data science including Al/ML and related infrastructure, exascale computing, and accelerator science and
technology. The Request includes funding for the FAIR initiative to expand clean energy research and capabilities at
MSIs and the Accelerate initiative to support fundamental research that accelerates the transition of science to
technologies. In the SC Energy Earthshots Initiative, the Request includes support for a new research modality of
Energy Earthshot Research Centers, which will address key research challenges at the interface between currently
supported basic research and applied research and development activities, to realize the stretch goals of the DOE
Energy Earthshots. The Request continues funding for the Energy Frontier Research Centers, with a focus on clean
energy research. The Request continues support for the multi-disciplinary QIS Research Centers to promote basic
research and early-stage development to accelerate the advancement of QIS. The Request continues support for
computational materials and chemical sciences to deliver shared software infrastructure to the research communities
as part of the exascale computing initiative and supports the Batteries and Energy Storage recompetition and the Fuels
from Sunlight Energy Innovation Hub awards. The Request also increases funds for the DOE Established Program to
Stimulate Competitive Research, to strengthen participation of underrepresented institutions and regions, and for
RENEW, with targeted efforts to increase participation and retention of underrepresented groups in research areas
relevant to BES. BES maintains a balanced suite of complementary tools, including supporting operations of five x-ray
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light sources, two neutron sources, and five nanoscale science research centers (NSRCs) at approximately 90 percent of
the funding level required for normal operations based on a 2018 baseline. The Request provides continuing support
for the ongoing construction activities for the Advanced Photon Source Upgrade (APS-U), Advanced Light Source
Upgrade (ALS-U), Linac Coherent Light Source-Il High Energy (LCLS-II-HE), Proton Power Upgrade (PPU), Second Target
Station (STS), and Cryomodule Repair and Maintenance Facility (CRMF). The Request continues two Major Item of
Equipment projects: the NSLS-1I Experimental Tools-1l project for the phased build-out of beamlines at NSLS-Il and the
NSRC Recapitalization project. The Request provides Other Project Costs to begin planning for the NSLS-1I Experimental
Tools-III (NEXT-11) and High Flux Isotope Reactor Pressure Vessel Replacement (HFIR-PVR) projects.

= Biological and Environmental Research (BER) supports transformative science and scientific user facilities to achieve a
predictive understanding of complex biological, earth, and environmental systems for energy and infrastructure
security, independence, and prosperity. BER’s support of basic research will contribute to a future of stable, reliable,
and resilient energy sources and infrastructures, that will lead to climate solutions, strengthen economic prosperity,
and assure environmental justice. The BER Request of $903.7 million is an increase of $150.7 million, or 20.0 percent,
above the FY 2021 Enacted level. All BER research is informed by the community and the federally chartered BER
Advisory Committee. The U.S. and the world face profound challenges due to climate change with a narrow window of
opportunity to pursue action to avoid the most catastrophic impacts. The Request for Biological Systems Science
supports a possible five-year renewal for the Bioenergy Research Centers (BRCs). The renewed BRCs will provide new,
fundamental research underpinning the production of clean energy and chemicals from sustainable biomass resources
for translation of basic research results to industry. The BRCs will continue clean energy innovative research while
initiating new inter-BRC collaborations to tackle complex clean energy challenges. The Accelerate initiative will focus on
emerging technologies to develop capabilities that scale from laboratory fabricated ecosystems to field ecosystems,
through the use of integrated sensor networks and the development and application of novel in situ sensors, imaging,
Omics analysis, and autonomous controls and continuous data acquisition and analysis. These technologies can be
deployed in the future at user facilities to bring new capabilities for climate science and clean energy research,
broadening the impact and providing equitable access to underrepresented communities. Biopreparedness Research
Virtual Environment (BRaVE) will increase to provide the cyber infrastructure, computational platforms, and next
generation experimental research capabilities within a single portal allowing distributed networks of scientists to work
together on multidisciplinary research priorities and/or national emergency challenges. BER contributes to the SC
Energy Earthshots initiative through initiation of Earthshot Energy Research Centers, as well as enhancing cross-cutting
research on negative carbon emissions, through understanding the key factors controlling soil carbon residence over
time through detailed characterization of soil-plant-microbe-environment processes governing carbon turnover.
Additional core research to underpin emerging and future Earthshots will also be initiated. Computational Biosciences
efforts will support the initiative on Advanced Computing to deploy a flexible multi-tier data and computational
management architecture for microbiome system dynamics and behavior. Research in Biomolecular Characterization
and Imaging Science will develop QIS-enabled techniques complementing tools and approaches at Office of Science
user facilities for predictive understanding of biological processes. BER will participate in the FAIR initiative to provide
focused investment on enhancing biological research on clean energy, climate, and related topics at MSls, including
attention to underserved and environmental justice regions. Earth and Environmental Systems Sciences research will
focus on improving the representation of physical and biogeochemical processes to enhance the predictability of Earth
system models. Environmental System Science integrates physical and hydrobiogeochemical sciences to provide scale-
aware predictive understanding of above- and below-surface terrestrial ecosystems. Atmospheric System Research will
investigate cloud-aerosol-precipitation interactions to improve fine resolution cloud resolving models and to enhance
the Energy Exascale Earth System Model (E3SM) down to spatial scales of 3 km. The Integrative Artificial Intelligence
Framework for Earth System Predictability (AI4ESP) effort will develop advanced software, Al, and unsupervised
learning approaches for running on future DOE computer architectures accelerating predictive capabilities and reducing
uncertainty across the DOE climate model-data-experiment enterprise. Research on coastal estuaries will be continued,
with a focus on the Chesapeake Bay, Puget Sound, and Great Lakes, adding clean water related research. Research
involving field-based observing and modeling will be enhanced through Urban Integrated Field Laboratories to
incorporate environmental justice as a key tenet of research involving climate-sensitive regions. Additionally, the
National Virtual Climate Laboratory (NVCL) will continue to further provide unified access to climate science to MSls
and HBCUs, connecting frontline communities with the key climate science capabilities and workforce training
opportunities at the DOE national laboratories. Planning and implementation activities continue for a network of
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climate resilience centers affiliated with an HBCU or MSils; the centers will serve as the translational agent connecting
BER climate science with broader socioeconomic and environmental justice issues for equitable solutions. All activities
will enhance research capacity at the affiliated universities and bring interdisciplinary strength and diversity to DOE’s
climate research. The Data Management effort will continue data archiving and management capabilities, including
Al/ML tools. The Request supports operations of BER’s three scientific user facilities: the DOE Joint Genome Institute
(JGI), the Environmental Molecular Sciences Laboratory (EMSL), and the Atmospheric Radiation Measurement Research
Facility (ARM). The ARM user facility will initiate campaigns using the aerial capability. All BER facilities will continue a
multiyear instrumentation refresh to ensure these facilities are delivering the state-of-the-art capabilities required by
the scientific community. BER increases support for the SC-wide RENEW initiative.

= Fusion Energy Sciences (FES) supports research to expand the fundamental understanding of matter at very high
temperatures and densities and to build the scientific foundation needed to develop a fusion energy source. The FES
Request of $723.2 million is an increase of $51.2 million, or 7.6 percent, above the FY 2021 Enacted level. The Request
is aligned with the recommendations of the recent Long-Range Plan (LRP) developed by the Fusion Energy Sciences
Advisory Committee. The Request supports research and facility operations at the DIII-D national fusion facility at 90
percent of the optimal run time to optimize the tokamak approach to magnetic confinement fusion; continues to
support the recovery of the National Spherical Torus Experiment-Upgrade (NSTX-U) as well as enhanced collaborative
research at other facilities to support the NSTX-U research program priorities. The Request continues to support
collaborations by U.S. scientists at overseas superconducting tokamaks and stellarators and other international
facilities with unique capabilities, enabled by U.S. hardware and intellectual contributions; continues to support
research activities in Al/ML for both fusion energy and discovery plasma science applications and in QIS both at the QIS
Research Centers and for core research addressing FES priorities. The Request supports research activities in Materials,
Fusion Nuclear Science, Advanced Manufacturing, and Enabling R&D; continues to support research activities both in
Theory and Advanced Computing activities and Scientific Discovery through Advanced Computing (SciDAC) in
partnership with ASCR; and continues to support research activities in both High-Energy-Density Laboratory Plasmas
including LaserNetUS, and General Plasma Science including low-temperature plasmas and microelectronics. The
Request expands partnerships with the private sector through the Innovation Network for Fusion Energy (INFUSE)
program and through initiation of a new milestone-based cost-share program. The Request provides support for the
U.S. Contributions to ITER project focusing on the design, fabrication, and delivery of in-kind hardware components for
Subproject 1, provides construction cash contributions to support the ITER Organization assembly and installation of
the hardware contributions from all the ITER Members; and continues to support an ITER Research program to prepare
the U.S. fusion community to take full advantage of ITER Operations. The Request provides funding for the Matter in
Extreme Conditions Petawatt Laser Facility upgrade project at the Linac Coherent Light Source; supports the Materials-
Plasma Exposure eXperiment MIE project, which will be a world-leading facility for dedicated studies of reactor-
relevant heat and particle loads on fusion materials; and continues to address a key recommendation in the LRP by
supporting the “Future Facilities Studies” activity focused on the design of next step facilities like a Fusion Pilot Plant.
The Request also initiates a new activity to support research on the scientific foundation and technologies for inertial
fusion energy, following a key recommendation in the LRP. FES will increase its support for the RENEW initiative with
targeted efforts to increase participation and retention of underrepresented groups in areas relevant to FES. In
addition, FES will participate in two new SC research initiatives, FAIR and Accelerate.

= High Energy Physics (HEP) supports research to understand how the universe works at its most fundamental level by
discovering the most elementary constituents of matter and energy, probing the interactions among them, and
exploring the basic nature of space and time itself. The HEP Request of $1,122.0 million is an increase of $76.0 million,
or 7.3 percent, above the FY 2021 Enacted level. The Request will focus support on the highest priority elements
identified in the 2014 High Energy Physics Advisory Panel Particle Physics Project Prioritization Panel (P5) Report. High
priority areas for core research include theoretical and experimental activities in pursuit of discovery science; fostering
a diverse, highly skilled workforce; building R&D capacity; and conducting world-leading advanced technology R&D. In
partnership with SC programs, HEP ensures broad access to exascale computing resources and promotes AL/ML, QIS,
microelectronics, accelerator science and technology, and accelerate innovations in emerging technologies research to
address cross-cutting challenges across the HEP program. Through RENEW, HEP broadens reach and increases
pathways for physics and engineering students, and through FAIR, HEP invests in S&T infrastructure at MSls. The
Request will continue support for the multi-disciplinary QIS Research Center, Superconducting Quantum Materials and
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Systems (SQMS), involving 20 institutions and led by the Fermi National Accelerator Laboratory (FNAL). The Request
will continue support for the Long Baseline Neutrino Facility/Deep Underground Neutrino Experiment (LBNF/DUNE),
Proton Improvement Plan Il (PIP-I1), and Muon to Electron Conversion Experiment (Mu2e) projects. The Request will
also continue five Major Item of Equipment (MIE) projects: Accelerator Controls Operations Research Network
(ACORN), Cosmic Microwave Background Stage 4 (CMB-S4), High-Luminosity Large Hadron Collider (HL-LHC)
Accelerator, and A Toroidal LHC Apparatus (ATLAS) and Compact Muon Solenoid (CMS) Detector Upgrade Projects. The
Fermilab Accelerator Complex and the Facility for Advanced Accelerator Experimental Tests Il (FACET-II) will continue
operations at 87 and 91 percent respectively of optimal. HEP supports laboratory-based accelerator and detector test
facilities, and supports the maintenance and operations of large-scale experiments and facilities that are not based at a
national laboratory, including the U.S. Large Hadron Collider (LHC) at CERN in Geneva, Switzerland; Sanford
Underground Research Facility (SURF) in Lead, South Dakota; Vera C. Rubin Observatory in Chile; Dark Energy
Spectroscopic Instrument (DESI) at the Mayall telescope in Arizona; Large Underground Xenon (LUX)-ZonED
Proportional Scintillation in Liquid Noble gases (Zeplin) (LUX-ZEPLIN) (LZ) dark matter experiment at SURF; the Super
Cryogenic Dark Matter Search at Sudbury Neutrino Observatory Laboratory (SuperCDMS-SNOLAB) experiment in the
Creighton Mine near Sudbury, Ontario, Canada; and the Belle Il experiment at the High Energy Accelerator Research
Organization (KEK) in Tsukuba, Japan.

= Nuclear Physics (NP) supports experimental and theoretical research to discover, explore, and understand all forms of
nuclear matter. The NP Request of $739.2 million is an increase of $26.2 million, or 3.7 percent, above the FY 2021
Enacted level. The Request supports safe, efficient, and cost-effective operations of four NP scientific user facilities at
90 percent optimal. The Relativistic Heavy lon Collider (RHIC) at Brookhaven National Laboratory recreates new forms
of matter and phenomena that occurred in the infant universe. The Continuous Electron Beam Accelerator Facility
(CEBAF) at Thomas Jefferson National Accelerator Facility (TJINAF or JLab) extracts information on quarks and gluons
bound inside protons and neutrons that formed shortly after the universe began to cool. The Argonne Tandem Linear
Accelerator System (ATLAS) gently accelerates nuclei to energies typical of nuclear reactions in the cosmos to further
our understanding of the ongoing synthesis of heavy elements such as gold and platinum. The Facility for Rare Isotope
Beams (FRIB), which began operations in FY 2022, produces nuclei with extreme neutron-to-proton ratios to reveal the
nature of nuclear binding and the structure of nuclei at the limit of nuclear existence. To maintain U.S. leadership
throughout this century and to extend well beyond current scientific capabilities, NP supports R&D and Preliminary
Engineering Design for the Electron-lon Collider (EIC) project. The Request also supports non-accelerator-based
research using the nucleus as a laboratory to search for new physics by observing nature’s fundamental symmetries
and precision measurements to determine the properties of the neutron and whether the neutrino is its own anti-
particle. The Request continues to support the construction of world-leading instrumentation, including the Gamma-
Ray Energy Tracking Array (GRETA), a ton-scale detector for neutrinoless double beta decay to determine if the
neutrino is its own antiparticle, the High Rigidity Spectrometer (HRS) to realize the full scientific potential of FRIB, and
the Measurement of a Lepton-Lepton Electroweak Reaction (MOLLER) MIE at JLab. NP is the primary steward of the
nation’s fundamental nuclear physics research portfolio, providing over 95 percent of the investment in the U.S.
nuclear physics basic research. The Request supports this research portfolio through support for university and
laboratory researchers to nurture critical core competencies and enable the highest priority theoretical and
experimental activities to target compelling scientific opportunities at the frontier of nuclear science. The Request also
supports the National Nuclear Data Center which collects, evaluates, curates, and disseminates nuclear physics data for
basic nuclear research and applied nuclear technologies for global use. Efforts on QIS, in collaboration with other SC
programs, for the development of quantum sensors and quantum control techniques continue, as do efforts on
artificial intelligence and machine learning which can benefit nuclear physics research and NP accelerator operations.
The Request supports continued participation in the microelectronics initiative, with an emphasis on unique devices
capable of surviving in cryogenic and high radiation environments and the RENEW activity with targeted efforts ensure
a future nuclear physics workforce that is creative, innovative, and capable of meeting the Nation’s needs via proactive
stewardship of talent with diverse ideas and backgrounds. The Request includes support for two new initiatives: FAIR
to further enhance diversity, equity, and inclusion in nuclear physics, and Accelerate to research how imaging advances
within nuclear physics can apply to other fields.

= [sotope R&D and Production (IRP) or DOE Isotope Program (DOE IP) supports National Preparedness for critical isotope
production and distribution to mitigate gaps and disruptions in supply chains of isotopes even during times of national
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crisis; efforts include mitigating U.S. dependence on foreign supply of key isotopes. The IRP Request is $97.5 million.
Isotopes are high-priority commodities of strategic importance for the nation and are essential in medical diagnosis and
treatment, discovery science, clean energy, national security, advanced manufacturing, space exploration and
communications, biology, archeology, quantum information science, climate and environmental science, and other
fields. The Request supports transformative research to develop new or improved production and separation
techniques for high priority isotopes in short supply, enabling emerging technology and promoting U.S. scientific,
technical and industrial strengths. A high priority remains the dedicated research effort to develop large scale
production capabilities of the alpha-emitter actinium-225 (Ac-225) that has shown stunning success in the treatment of
diffuse cancers and infections. The Request continues support for the U.S. Stable Isotope Production and Research
Center, which will provide significant stable isotope production capacity for the nation, mitigating dependence on
sensitive countries. The Request continues the FRIB Isotope Harvesting research effort, which adds capabilities to
extract and process significant quantities of isotopes from the beam dump of FRIB, cost effectively repurposing
unwanted product. The Request maintains effort in the Advanced Manufacturing initiative, pursuing innovative
approaches to robotics, target manufacturing, such as ink jet printing of thin film targets for isotope production,
modular automated systems for radioisotope purification and processing, and modern enrichment technology. As part
of the Biopreparedness Research Virtual Environment (BRaVE) Initiative, the DOE IP continues to advance the
development of the Radioisotope Science Center research project in a disadvantaged area near the University of
Missouri Research Reactor (MURR) to bring more science opportunities and high-tech jobs to an impoverished area,
while also mitigating single point failures in core competencies and capabilities. Funding will further develop the
conceptual design of a new long-term facility at ORNL, the Radioisotope Processing Facility (RPF). This will increase the
limited radiochemical processing capabilities in the DOE complex and enable the Program to make available certain
new isotopes and provide nuclear assurance of the Nation’s readiness to respond to disruptions in global isotope
supply chains. Critical efforts continue in the ongoing SC Quantum Information Science (QIS) initiative that will enable
the domestic production of isotopes of interest for QIS. Funding continues participation in the RENEW initiative,
supporting the Isotope Program Traineeship to promote innovative and transformative approaches to isotope
production and processing, including advanced manufacturing, artificial intelligence and machine learning, and
robotics; the Traineeship emphasizes participation of minority serving institutions and increasing the diversity and
equity of workforce development opportunities in the Program. The Request also supports two new initiatives.
Investment in the FAIR initiative will support investments at specific institutions in disadvantaged areas in order to
promote environmental justice through place-based science and the provision of technical jobs and capabilities
associated with isotope research and production. Participation in the Accelerate Initiative advances the readiness of
novel medical isotopes that have shown great promise for cancer and disease diagnosis and treatment for use in
innovative radiopharmaceutical therapeutics through the support of translational research in coordination with the
NIH.

= Accelerator R&D and Production (ARDAP) supports cross-cutting basic R&D in accelerator science and technology,
access to unique SC accelerator R&D infrastructure, workforce development, and partnerships to advance new
technologies for use in SC’s scientific facilities and in commercial products. The ARDAP Request of $27.4 million will
support fundamental research, operation and maintenance of a scientific user facility, and production of accelerator
technologies in industry. The Request supports innovative R&D and deployment of accelerator technology, the
formation of topically-focused multi-institutional collaborations for accelerator R&D, and inclusive workforce
development. Also, the Request supports participation in the new FAIR initiative. The Request supports operation of
the Brookhaven National Laboratory Accelerator Test Facility at 94 percent of optimal. Accelerator Production activities
support partnerships to develop advanced superconducting wire and cable, superconducting accelerators, and
advanced radiofrequency power sources for accelerators.

Basic and Applied R&D Coordination

Coordination between the Department’s basic research and applied technology programs is a high priority within DOE and
is facilitated through joint planning meetings, technical community workshops, annual contractor/awardee meetings, joint
research solicitations, focused DOE program office working groups in targeted research areas, and collaborative program
management of DOE’s Small Business Innovation Research and Small Business Technology Transfer programs. Collaboration
of research activities and facilities at the DOE national laboratories and partnership-encouraging funding mechanisms
facilitate research integration within the basic and applied research communities. SC’'s R&D coordination also occurs at the
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interagency level. Specific collaborative activities are highlighted in the “Basic and Applied R&D Coordination” sections of
each individual SC program budget justification narrative.

High-Risk, High-Reward Research?

SC incorporates high-risk, high-reward, basic research elements in all of its research portfolios; each SC research program
considers a significant proportion of its supported research as high-risk, high-reward. Because advancing the frontiers of
science also depends on the continued availability of state-of-the-art scientific facilities, SC constructs and operates national
scientific facilities and instruments that comprise the world’s most sophisticated suite of research capabilities. SC’s basic
research is integrated within program portfolios, projects, and individual awards; as such, it is not possible to quantitatively
separate the funding contributions of particular experiments or theoretical studies that are high-risk, high-reward from
other mission-driven research in a manner that is credible and auditable. SC incorporates high-risk, high-reward basic
research elements in its research portfolios to drive innovation and challenge current thinking, using a variety of
mechanisms to develop topics: Federal advisory committees, triennial Committees of Visitors, program and topical
workshops, interagency working groups, National Academies’ studies, and special SC program solicitations. Many of these
topics are captured in formal reports, e.g., Chemical Upcycling of Polymers, Basic Energy Sciences report (2019); Basic
Research Needs for Microelectronics, joint BES, ASCR, and HEP workshop (2018)¢; Basic Research Needs for Scientific
Machine Learning; Core Technologies for Artificial Intelligence, ASCR workshop (2018)¢; Building for Discovery: Strategic
Plan for U.S. Particle Physics in the Global Context, by the High Energy Physics Advisory Panel (2014)¢; From Long-distance
Entanglement to Building a Nationwide Quantum Internet: Report of the DOE Quantum Internet Blueprint Workshop, ASCR
workshop report (2020)f; Opportunities for Basic Research for Quantum Computing in Chemical and Materials Sciences,
Basic Energy Sciences report (2017); Opportunities for Basic Research for Next-Generation Quantum Systems, Basic Energy
Sciences report (2017)8; Basic Research Needs for Transformative Manufacturing (2020)"; Basic Research Needs Workshop
on Quantum Materials for Energy Relevant Technology, BES workshop report (2016)'; Grand Challenges for Biological and
Environmental Research: Progress and Future Vision, by the BER Advisory Committee (2017)); Genome Engineering for
Materials Synthesis, BER workshop report (2018); Plasma: at the Frontier of Scientific Discovery, FES workshop report
(2017)"; Powering the Future: Fusion and Plasmas, FES Advisory Committee Long Range Plan (2020)™; FES Roundtable on QIS
(2018)"; Advancing Fusion with Machine Learning, joint FES-ASCR workshop report (2019)°; Isotope Research and
Production Opportunities and Priorities, by the Nuclear Science Advisory Committee (NSAC) (2015)°; and Nuclear Physics
Long Range Plan, by the Nuclear Science Advisory Committee (NSAC, 2015)% and Quantum Computing and Quantum
Information Sciences (QIS), by NSAC (2019)'; Office of Science User Facilities: Lessons from the COVID Era and Visions for the
Future; SC workshop report (2020)".

Scientific Workforce
For more than 60 years SC and its predecessors have fostered a vibrant ecosystem for the training of a highly skilled
scientific and technological workforce. In addition to the undergraduate internships, graduate thesis research, and visiting

2 In compliance with the reporting requirements in the America COMPETES Act of 2007 (P.L. 110-69, section 1008)

® https://science.osti.gov/-/media/bes/pdf/BESat40/Polymer_Upcycling_Brochure.pdf

¢ https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf

4 https://science.energy.gov/ascr/community-resources/program-documents/

e http://science.osti.gov/~/media/hep/hepap/pdf/May%202014/FINAL_P5_Report_Interactive_060214.pdf

f https://www.osti.gov/biblio/1638794/

& https://science.osti.gov/~/media/bes/pdf/reports/2018/Quantum_computing.pdf

" https://science.osti.gov/-
/media/bes/pdf/reports/2020/Transformative_Mfg_Brochure.pdf?la=en&hash=95094B9257DCFD506C04787D96EEDD942EB9I2EEC
" https://science.osti.gov/~/media/bes/pdf/reports/2016/BRNQM_rpt_Final_12-09-2016.pdf

I https://science.osti.gov/~/media/ber/berac/pdf/Reports/BERAC-2017-Grand-Challenges-Report.pdf
https://science.osti.gov/-/media/ber/pdf/community-
resources/2019/GEMS_Report_2019.PDF?la=en&hash=0D7092AD5416A28207F0F95F94E00921D308A113
"'https://science.osti.gov/~/media/fes/pdf/program-news/Frontiers_of Plasma_Science_Final_Report.pdf

™ https://science.osti.gov/-
/media/fes/fesac/pdf/2020/202012/FESAC_Report_2020_Powering_the_Future.pdf?la=en&hash=B404B643396D74CE7EDAB3F67317E326A891C09C
" https://science.osti.gov/-/media/fes/pdf/workshop-reports/FES-QIS_report_final-2018-Sept14.pdf

° https://science.osti.gov/-/media/fes/pdf/workshop-reports/FES_ASCR_Machine_Learning_Report.pdf

P https://science.osti.gov/~/media/ber/pdf/community-resources/Technologies_for_Characterizing_Molecular_and_Cellular_Systems.pdf
9 https://science.osti.gov/np/nsac/reports/

" https://science.osti.gov/-/media/bes/pdf/reports/2021/SC_User_Facilities_rpt_print.pdf
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faculty opportunities provided through SC’s Office of Workforce Development for Teachers and Scientists, to sustain a
strong workforce pipeline for DOE mission, the SC research program offices support undergraduates, graduate students,
and postdoctoral researchers through sponsored research awards at universities and the DOE national laboratories
nationwide. The research program offices also support targeted undergraduate and graduate-level training in areas
critically important to DOE mission (such as those associated with scientific user facilities) but not readily available in
universities, such as particle accelerator and detector physics, neutron and x-ray scattering, nuclear chemistry,
instrumentation, isotope R&D, and computational sciences at the leadership computing level. To help attract critical talent
for stimulating fresh ideas and forward thinking, SC supports the Early Career Research Program, which funds individual
research programs to identify and award outstanding rising scientists early in their careers in the disciplines supported by
SCs. To retain highly accomplished researchers, SC initiated the Distinguished Scientist Fellows opportunity to recognize
leading DOE laboratory staff and sponsoring their innovative efforts to enrich, sustain, and promote scientific and academic
excellence in SC mission research and community at large through partnership between institutions of higher education and
national laboratories. SC coordinates with other DOE offices and other agencies on best practices for STEM training
programs and evidence-based program evaluation efforts through internal DOE working groups and active participation in
all the inter-agency working groups of the National Science and Technology Council’s Committee on Science, Technology,
Engineering, and Mathematics Education (CoSTEM). SC also participates in the American Association for the Advancement
of Science’s Science & Technology Policy Fellowships program and the Presidential Management Fellows Program to bring
highly qualified scientists and professionals to DOE headquarters for a maximum term of two years. The Request continues
the activity, Reaching a New Energy Sciences Workforce (RENEW), for targeted efforts to expand participation and
retention of HBCUs and other MSls, community colleges, and individuals from underrepresented groups in SC research and
workforce development activities. The Office of Science administers and/or bestows several awards to recognize talented
scientists and engineers that advance the Department’s missions, including the Presidential Early Career Award for
Scientists and Engineers (PECASE), Ernest Orlando Lawrence Award, Enrico Fermi Award, and Distinguished Scientist Fellow
opportunity. The Request continues support for these honorary awards.

Cybersecurity

DOE is engaged in two categories of cyber-related activities: protecting the DOE enterprise from a range of cyber threats
that can adversely impact mission capabilities and improving cybersecurity in the electric power subsector and the oil and
natural gas subsector. SC supports the Cybersecurity Safeguards and Security Departmental Crosscut, which includes central
coordination of the strategic and operational aspects of cybersecurity and facilitates cooperative efforts such as the Joint
Cybersecurity Coordination Center for incident response, and the implementation of Department-wide Identity,
Credentials, and Access Management.

s https://science. osti.gov/early-career/
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Future Year Energy Program
(dollars in thousands)

FY 2023 FY 2024 FY 2025 FY 2026 FY 2027
Request
Office of Science $7,799,211 $7,977,000 $8,162,000 $8,350,000 $8,542,000

Outyear Priorities and Assumptions

In the FY 2012 Consolidated Appropriations Act (P.L. 112-74), Congress directed the Department to include a future-years
energy program (FYEP) in subsequent requests that reflects the proposed appropriations for five years. This FYEP shows
outyear funding for each account for FY 2024 - FY 2027. The outyear funding levels use the growth rates from and match
the outyear account totals published in the FY 2023 President’s Budget for both the 050 and non-050 accounts. Actual
future budget request levels will be determined as part of the annual budget process.

Office of Science priorities in the outyears include the following:

= |ncrease investments in Administration priorities to advance bold, transformational leaps in U.S. science and
technology (S&T), build a diverse workforce of the future, and ensure America remains the global S&T leader for
generations to come.

=  Ensure optimal operations of all scientific user facilities.

=  Continue to invest in infrastructure and utility upgrades at all national laboratories.

= |nvest in ongoing and new line-item construction projects and major items of equipment to ensure the United States
maintain world leading and state-of-the-art scientific user facilities.
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Advanced Scientific Computing Research

Overview

The mission of the Advanced Scientific Computing Research (ASCR) program is to advance applied mathematics and
computer science; deliver the most sophisticated computational scientific applications in partnership with disciplinary
science; advance computing and networking capabilities; and develop future generations of computing hardware and
software tools for science and engineering in partnership with the research community, including U.S. industry. ASCR
supports state-of-the-art capabilities that enable scientific discovery through computation. The Computer Science and
Applied Mathematics activities in ASCR provide the foundation for increasing the capability of the national high
performance computing (HPC) ecosystem by focusing on long-term research to develop innovative software, algorithms,
methods, tools and workflows that anticipate future hardware challenges and opportunities as well as science applications
and Department of Energy (DOE) mission needs. ASCR’s partnerships, including new efforts with the applied technology
offices, activities to broaden participation of under-served communities, and coordination with the other Office of Science
(SC) programs and with industry, are essential to these efforts. At the same time, ASCR partners with disciplinary sciences
to deliver some of the most advanced scientific computing applications in areas of strategic importance to SC and the DOE.
ASCR also deploys and operates world-class, open access high performance computing facilities and a high performance
network infrastructure for scientific research.

For over half a century, the U.S. has maintained world-leading computing capabilities through sustained investments in
research, development, and regular deployment of new advanced computing systems and networks along with the applied
mathematics and software technologies to effectively use leading edge systems. The benefits of U.S. computational
leadership have been enormous—huge gains in increasing workforce productivity, accelerated progress in both science and
engineering, advanced manufacturing techniques and rapid prototyping, and stockpile stewardship without testing.
Computational science allows researchers to explore, understand, and harness natural and engineered systems, which are
too large, too complex, too dangerous, too small, or too fleeting to explore experimentally. Leadership in HPC has also
played a crucial role in sustaining America’s competitiveness internationally. There is recognition that the nation that leads
in artificial intelligence (Al) and machine learning (ML) and in the integration of the computing and data ecosystem will lead
the world in developing innovative clean energy technologies, medicines, industries and supply chains, and military
capabilities. The U.S. will need to leverage investments in science for innovative new technologies, materials, and methods
to strengthen our clean energy economy and ensure all Americans share the benefits from those investments. Most of the
modeling and prediction necessary to produce the next generation of breakthroughs in science will come from employing
data-driven methods at extreme scales tightly coupled to the enormous increases in the volume and complexity of data
generated by U.S. researchers and SC user facilities. The convergence of Al technologies with these existing investments
creates a powerful accelerator for innovation and technology development and deployment.

Quantum Information Science (QIS)—the ability to exploit intricate quantum mechanical phenomena to create
fundamentally new ways of obtaining and processing information—is opening new vistas of science discovery and
technology innovation that build on decades of investment across SC. DOE envisions a future in which the cross-cutting field
of QIS increasingly drives scientific frontiers and innovations toward realizing the full potential of quantum-based
applications, from computing to sensing, connected through a quantum internet. However, there is a need for bold
approaches that better couple all elements of the technology innovation chain and combine the talents of the program
offices in SC, universities, national labs, and the private sector in concerted efforts to redefine and construct the foundation
for a new internationally competitive U.S. economy.

Moore’s Law—the historical pace of microchip innovation whereby feature sizes reduce by a factor of two approximately
every two years—is nearing an end due to limits imposed by fundamental physics and economics. As a result, numerous
emerging technologies are competing to help sustain productivity gains, each with its own risks and opportunities. The
challenge for ASCR is in understanding their implications for scientific computing and being ready for the potential
disruptions from rapidly evolving technologies without stifling innovation or hampering scientific progress. ASCR’s strategy
is to focus on technologies that build on expertise and core investments across SC, continuing engagements with industry,
the applied technology offices, other agencies, and the scientific community from the exascale computing project; investing
in small-scale testbeds; and increasing core research investments in Applied Mathematics and Computer Science.
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ASCR’s proposed activities will advance Al, QIS, advanced communication networks, and strategic computing at the
exascale and beyond to accelerate progress in delivering a clean energy future, understanding and addressing climate
change, broadening the impact of our investments in science, and increasing the competitive advantage of U.S. industry.

Highlights of the FY 2023 Request

The FY 2023 Request of $1,068.7 million for ASCR will strengthen U.S. leadership in strategic computing with operation and
allocation of the Nation’s first exascale computing system and testing of a second system, broadening the foundations of Al
and QIS, and expanding the infrastructure and partnerships that enables data-driven science and technology—from climate
to clean energy solutions.

Research

To ensure ASCR is meeting SC's HPC and advanced networking mission needs during and after the Exascale Computing
Project (ECP) deployment, the Request prioritizes foundational research in Applied Mathematics and Computer Science
and the transition of critical technologies from the ECP. Investments will continue to emphasize foundational research
to address the combined challenges of increasingly heterogeneous architectures and the changing ways in which HPC
systems are used, the development of new scalable energy efficient algorithms and software, directed basic research
to address specific challenges for the new Energy Earthshot Research Centers, and incorporating Al and ML into
simulations and data intensive applications while increasing greater connectivity with distributed resources, including
other SC user facilities. The Computational Partnerships activity will continue to infuse the latest developments in
applied math and computer science into strategic applications, including areas such as accelerating the development of
clean energy technologies, and understanding the earth’s systems, to get the most out of the leadership computing
systems and data infrastructure investments. The Request increases support for ASCR’s Computational Partnerships to
support SCinitiatives; extends SciDAC partnerships to DOE’s applied technology offices and mission critical ECP
applications, including interagency partnerships to actively build workflows that ensure rapid and robust response to
emerging pandemic, biothreat, and public health emergencies; and expands the SciDAC Institutes to fully incorporate
exascale software and libraries. The Request also sustains increased support for the Computational Sciences Graduate
Fellowship (CSGF) to increase the number of fellows in Al and Quantum as well as outreach to and participation by
under-represented groups.

The Request provides robust support for Advanced Computing Research’s quantum investments in the National
Quantum Information Sciences Research Centers (NQISRCs), quantum internet, and testbeds. ASCR will continue to
partner with the other SC programs to support the multi-disciplinary NQISRCs. These centers promote basic research
and early-stage development to accelerate the advancement of QIS through vertical integration between systems and
theory and hardware and software. ASCR’s regional quantum testbeds, which provide researchers with access to novel,
early-stage quantum computing and networking resources and services, and basic research in quantum information
will continue. In FY 2023, ASCR will begin to enable the sustainability of critical ECP software for use on emerging
technology testbeds.

ASCR increases support for the SC-wide Reaching a New Energy Sciences Workforce (RENEW) initiative that leverages
SC’s unique national laboratories, user facilities, and other research infrastructures to provide undergraduate and
graduate training opportunities for students and academic institutions not currently well represented in the U.S.
Science and Technology (S&T) ecosystem.

The Funding for Accelerated, Inclusive Research (FAIR) initiative will provide focused investment on enhancing research
on clean energy, climate, and related topics at minority serving institutions, including attention to underserved and
environmental justice regions. The activities will improve the capability of MSls to perform and propose competitive
research and will build beneficial relationships between MSls and DOE national laboratories and facilities.

ASCR will also participate in the Accelerate initiative through support for scientific research that will accelerate the
transition of science advances to energy technologies. These new efforts will drive scientific discovery toward
sustainable production of new technologies across the innovation continuum, to provide experiences in working across
this continuum for the workforce needed for industries of the future, and to meet the nation’s needs for abundant
clean energy, a sustainable environment, and national security.
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= Energy Earthshot Research Centers (EERCs), a new modality of research to be launched in FY 2023, building on the
success of SC’s Energy Frontier Research Centers (EFRCs) and the SciDAC program, will bring together multi-
investigator, multi-disciplinary teams to perform energy-relevant research with a scope and complexity beyond what is
possible in standard single-investigator or small-group awards. Beyond complementing and expanding the scope of the
EFRCs and SciDAC, the EERCs will address the research challenges at the interface between currently supported basic
research, applied research, and development activities, with support from both SC and the applied technology offices.

Facility Operations

= FY 2023 marks the beginning of the exascale era for the U.S. research community with full operations and competitive
allocation of the Nation’s first exascale computing system at the Oak Ridge Leadership Computing Facility (OLCF), a
system called Frontier that was deployed in calendar year 2021, and acceptance and operations for early science and
the ECP applications on a second exascale computing system at the Argonne Leadership Computing Facility (ALCF), a
system called Aurora. The Request provides strong support for ASCR user facilities operations to ensure the availability
of high performance computing, data, and networking to the scientific community. Funding supports operations costs
at the Leadership Computing Facilities, at the National Energy Research Scientific Computing Center (NERSC) and the
Energy Sciences Network (ESnet). The Request supports testbeds at the facilities and provides robust support for the
completion of the Department’s Exascale Computing Initiative (ECI), which includes the SC-Exascale Computing Project
(SC-ECP). In addition, the Request supports the NERSC-10 upgrade, planned to start in FY 2022, including site
preparations and long lead procurements, to address rising demand for production computing across the SC programs.

= Current ASCR high performance computing (HPC) resources and facilities are designed to efficiently execute large-scale
simulations and are focused on minimizing users’ wait-times in batch queues while maximizing use of these unique
resources. However, the rate and volume of data from SC scientific user facilities is expected to grow exponentially in
the future. In addition, the diversity of data- and compute-intensive research workflows is expanding rapidly. In
FY 2023, ASCR will continue planning for a new High Performance Data Facility (HPDF), to satisfy the unique
requirements of state-of-the-art real-time experimental/observational workflows. The NERSC-10 and HPDF projects
will each drive unique technological innovation in system architectures and services beyond what is available in the
commercial cloud and will inform planning for future upgrades at the LCFs.

Projects
= The ASCR FY 2023 Request includes $227.0 million for SC’s contribution to DOE’s Exascale Computing Initiative to

deploy an exascale computing software ecosystem and mission critical applications on at least one exascale system
delivered in calendar year 2021 and a second in 2022 to address national needs. Of this effort, $150.0 million of facility
operations funding will go to the ALCF to deploy and operate Aurora and testbeds in support of the ECP project teams.
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Basic and Applied R&D Coordination

Coordination across disciplines and programs is a cornerstone of the ASCR program. Partnerships within SC are mature and
continue to advance the use of HPC and scientific networks for science. New partnerships with other SC Programs have
been established in QIS and in Al. Future Advanced Computing, Scientific Data, Large Scale Networking, Al, High End
Computing, and QIS are coordinated with other agencies through the National Science and Technology Council (NSTC).
There are growing areas of collaboration in the area of data-intensive science, Al, and readying applications for exascale.
ASCR continues to have a strong partnership with National Nuclear Security Administration (NNSA) for achieving the
Department’s goals for exascale computing. In April 2016, ASCR and NNSA strengthened this partnership by signing a
memorandum of understanding for collaboration and coordination of exascale research within the DOE. Through the
Networking and Information Technology R&D Subcommittee of the NSTC Committee on Technology, ASCR also coordinates
with programs across the Federal Government. In FY 2023, cross-agency interactions and collaborations will continue in
coordination with the Office of Science and Technology Policy.

Program Accomplishments

Supercomputing Versus COVID-19 — Round Two, Understanding COVID Variants

The SARS-CoV-2 pandemic has entered a new phase with the emergence of variants of concern (VOC) that are more
contagious and could undermine the protection of vaccines. Substitutions in the spike protein have been identified with
new variants but do not fully explain the success of fast-spreading variants, like the Delta and Omicron variants. A research
team at ORNL used a computational systems biology approach to process more than 900,000 SARS-CoV-2 genomes and
map spatiotemporal relationships, revealing other critical attributes of successful variants. Comparisons to earlier dominant
mutations and protein structural analyses indicate that the increased transmission is promoted by the combination of
functionally complementary mutations in both the spikes and in other regions of the SARS-CoV-2 proteome. They found
that the currently known VOCs have common mutations in proteins involved in immune-antagonism and replication
performance, suggesting a convergent evolution of the virus. Critically, they found that VOCs often occur with a sudden
doubling of the number of mutations in that strain, which indicates recombination events—where two different strains
infect the same person and, in the process of replicating, merge their genetic material—that facilitate the combination of
mutations in spike and other proteins that together lead to new, more infectious and increasingly immune escaping
variants. This indicates that extensive community distribution of numerous SARS-CoV-2 variants increases the probability of
future recombination events, further accelerating the evolution of the virus.

Toward an Integrated Scientific Data Infrastructure - Addressing Urgent Challenges in Real Time

Scientists working remotely from Turkey leveraged the National Energy Research Scientific Computing Center (NERSC) and
the Linac Coherent Light Source (LCLS) at SLAC National Accelerator Laboratory, via the ESnet, to capture detailed images of
the structure of the SARS-CoV-2 virus, focusing on two of the viral proteases—enzymes that make the virus’s life cycle
possible—and how to keep them from functioning. By understanding the molecular structure of the proteases, researchers
can identify proteins that bind to them and interfere with their role in viral reproduction. The goal is to inhibit these two
enzymes with chemical compounds contributed from the COVID-19 Moonshot initiative that may eventually lead to
antiviral treatments in humans, a key step toward next generation treatments for COVID-19. During and after the
experiments, the team utilized NERSC’s Cori supercomputer and ESnet’s high-speed optical network to process data and
provide results in real time, allowing the researchers to monitor the experiment, begin analysis, and make changes as
necessary. This enables the study of small differences in atomic structure in near real time, even while working remotely, to
guide decision-making during the experiment. Analysis of the findings from these experiments is ongoing but the work is
also shaping the development of the ASCR scientific data facility concept, exposing challenges and identifying areas where
more work is needed.

ASCR Inside: Taking Al to Extreme Scales for Science

Scientists at Los Alamos National Laboratory and the SLAC National Accelerator Laboratory, working in collaboration with
NVIDIA, Facebook, and other industrial and academic teams, leveraged ASCR’s long-standing investments in the Legion
data-centric parallel-programming system to create the FlexFlow large-scale machine-learning toolkit. This toolkit allows
practitioners with workflows programmed with widely-used machine-learning frameworks and interfaces, such as
Keras/TensorFlow, PyTorch, and ONNX, to utilize large-scale resources to train machine-learning models of unprecedented
size and faster than ever. Efficiently using large-scale resources enabled a 15x reduction in model-training times, bringing a
key benchmark workflow from 18 hours to 1.2 hours. The increased turn-around time was enabled by scaling the workflow
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to use over 750 Graphics Processing Units (GPUs), a feat made possible using the FlexFlow framework build on Legion, an
R&D 100 Award winner in 2020. The workflow acceleration contributed to urgent scientific work aimed at discovering new
drugs to treat cancer and COVID-19.

Getting Real About Uncertainty in Sea Level Rise

A team of DOE-supported ice sheet and climate modeling scientists contributed to improved quantitative estimates for the
range of future sea level rise expected from melting glaciers and ice sheets, as recently reported on in the journal Nature.t
This study was also cited in Chapter 9 of the 6th assessment report from the International Panel on Climate Change

(IPCC), "Ocean, Cryosphere and Sea Level Change.” For this study, the team of 84 international researchers used NERSC to
run the largest and most sophisticated set of climate and land ice models to date, combining nearly 900 simulations from 38
international modeling groups to improve not only the median projections of future sea level rise but also estimates for the
associated uncertainties. These multi-model ensembles were combined via statistical emulation to build probabilistic
projections of future sea level rise from all sources of land ice. The projections show that limiting global warming to 1.5°C
above pre-industrial temperatures would cut projected 21st century sea level rise from land ice in half, relative to currently
pledged emissions reductions, from approximately 25 cm to 13 cm in the best-case scenario. However, under the worst-
case scenario, with much more melting than snowfall in the Antarctic, ice losses there could be five times larger, increasing
the median land ice contribution to 42 cm of sea level rise under current policies and pledges, with a 5 percent chance of
sea level rise exceeding 50 cm even under 1.5°C warming. Results from this study confirm that Antarctica remains a critical
focus for reducing future uncertainty in sea level rise; due to substantial uncertainty in how strongly warm ocean waters
will erode floating parts of the ice sheet from beneath, a process that now is the focus of DOE’s Energy Exascale Earth
System Model.

Supercomputing Powers Energy Savings

Residential and commercial buildings consume nearly three-quarters of U.S. electricity—during peak hours, the share
reaches 80 percent. The annual energy bill is nearly $412 billion. Simulating that energy use on a broad scale can help
identify ways to reduce it, cutting greenhouse gas emissions in the process. Researchers at Oak Ridge National Laboratory
used the Argonne Leadership Computing Facility for data-intensive simulations of a “digital twin” of the more than 178,000
buildings in Chattanooga, Tennessee. They studied how different energy conservation measures might result in cost
savings. The AutoBEM simulation of Chattanooga buildings, which also uses EnergyPlus and OpenStudio, two DOE tools for
modeling buildings energy use, found that 99 percent of buildings would realize energy savings from employing the existing
energy efficiency technologies evaluated. The effort is part of a larger goal to model all of the Nation's 125 million buildings.
A conservation measure of the impact of simple changes like improved HVAC efficiency, space sealing, insulation or lighting
could have the potential to offset 500 to 3,000 pounds of carbon dioxide per building, the researchers concluded.

Delivering the Exascale Ecosystem

The Exascale Computing Project (ECP) is building a comprehensive software ecosystem consisting of more than 20
applications and 80 software packages that use more than 10 compilers and 10 programming models on a range of target
hardware architectures (from laptops to exascale). The legacy of these efforts will be a computational ecosystem that
accelerates U.S. capabilities in scientific simulation and artificial intelligence (Al), unlocking the potential of Exascale
computers and preparing us for future systems that will build on our legacy. The complexity of this ecosystem, with over
one million combinations, is being managed and simplified for the entire scientific and Al user community through the
creation of ECP’s Extreme-Scale Scientific Software Stack (E4S). E4S (https://e4s.io) is lowering the barrier to entry for users
and developers in the DOE and other U.S. government agencies, industries, and universities. The E4S has aggressively
evolved, providing 80 distinct turn-key HPC and Al products grouped into thematic software development kits (SDKs).
Application codes that build on top of E4S benefit from guaranteed version compatibility, access to the latest stable
features integrated into each quarterly release, and advanced build environment features that can improve build times by a
factor of ten. The last E4S release contains support for GPU architectures and is installed on DOE and NSF pre-exascale
systems, enabling the portability promise that is central to the success of future U.S. supercomputing.

tEdwards, T. L. and 82 others. Nature, 593(7857), 74-82, https://www.nature.com/articles/s41586-021-03302-y
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Physics-Informed Machine Learning

The accelerating pace of observational data from experiments far outpaces our ability to understand it. Despite the promise
and some preliminary success, most machine learning approaches are unable to extract interpretable information and
knowledge from this data deluge. Moreover, purely data-driven models may fit observations, but predictions may be
physically inconsistent or implausible. A research team led by PNNL and Brown University, funded by ASCR, are leading a
new and rapidly expanding branch of ML, called physics-informed ML, which takes well-known ML algorithms and modifies
them to enforce physical laws. Physics-informed ML seamlessly integrates data and mathematical physics models, even in
partially understood, uncertain and complex large-scale problems. This may lead to specialized network architectures that
have many advantages: noisy data can be integrated where it couldn’t be integrated before; the amount of data required to
train a model is greatly reduced; the need for expensive mesh generation can be eliminated; hidden physics can be
exposed; and high-dimensional problems can be made tractable. Physics-informed ML is being used to: enhance the
resolution of 4-D flow MRI assessments of blood flow and vascular function; predict turbulent transport on the edge of
magnetic confinement fusion devices; and study transitions between metastable states in complex systems as well as
potential applications in quantum chemistry. Their work was published in Nature Reviews in May 2021.

Transferring Technology to Broaden the Impact of Research Investments

An ASCR-supported team at ORNL and Georgia Tech is working with General Motors (GM) to leverage their R&D 100 award-
winning Al software system, Multinode Evolutionary Neural Networks for Deep Learning (MENNDL), to improve the
performance of autonomous vehicles. GM licensed MENNDL for use in vehicle technology and design. MENNDL uses an
evolutionary approach that leverages high performance computers to explore the different design parameters available for
an Al network. Market experts anticipate that the autonomous vehicles market size will be $60 billion U.S. dollars by 2030.
However, testing of autonomous vehicles remains limited, and simulations remain in their infancy. For automakers like GM,
MENNDL can be used to accelerate advanced driver assistance technology by tackling one of the biggest questions facing
the adoption of this technology: How can cars quickly and accurately perceive their surroundings to navigate safely through
them?

Building a Quantum Infrastructure

Throughout 2021, ASCR continued to build DOE’s quantum research and development infrastructure. ASCR’s quantum
computing testbeds expanded their user base to provide more communities with fully transparent access to novel quantum
computing hardware, enabling foundational research to explore high-risk, high-reward approaches. The Quantum Scientific
Computing Open User Testbed (QSCOUT), the only open quantum computing testbed in the world based on trapped ions,
was recognized with an R&D 100 Award. The National Quantum Information Science Research Centers, Office of Science’s
flagship investment in quantum information science, expanded their partnerships to include the expertise and resources of
71 institutions, including EPSCOR and Minority Serving Institutions and small businesses, to push the envelope in quantum
R&D, to create and steward the ecosystem needed to drive economic competitiveness, and to foster the growth of the
Nation’s quantum workforce. In addition, researchers at Brookhaven National Laboratory and Stony Brook University have
established the most advanced regional quantum network in the U.S. to demonstrate a quantum connection between two
remote atomic clouds separated by 97 miles, which was the longest experiment of its type in the world.

Launching the Exascale Era

The Department achieved a major milestone in 2021 by deploying the Nation’s first exascale computing system, Frontier, at
Oak Ridge National Laboratory. This system also delivered on the Department’s stretch goal of 20MW per exaflop—
reducing energy utilization (watts per flop) by a factor of 3.42 over the pre-exascale systems. The facility also shared a
systemic analysis of detailed energy utilization data from Summit, the pre-exascale system, through a paper at the
Supercomputing 21 conference that was recognized as “Best Paper” at this seminal international workshop. The facility is
currently working with more than thirty science and engineering applications, supported by the Exascale Computing
Initiative, that are getting ready for, and eager to gain access to, this unique resource. These include mission critical areas
such as climate, clean energy, subsurface science, advanced materials, and an array of big data and “Al at scale”
capabilities.
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Advanced Scientific Computing Research
Mathematical, Computational, and Computer Sciences Research

Description

The Mathematical, Computational, and Computer Sciences Research subprogram supports research activities to effectively
meet the SC High Performance Computing (HPC) mission needs, including both data intensive and computationally
intensive science. Computational and data intensive sciences coupled with Artificial Intelligence and Machine Learning
(AI/ML) are central to progress at the frontiers of science and to our most challenging engineering problems, particularly in
climate science. ASCR investments are not focused on the next quarter but on the next quarter century. The Computer
Science and Applied Mathematics activities in ASCR provide the foundation for increasing the capability of the national HPC
ecosystem and scientific data infrastructure by focusing on long-term research to develop intelligent software, algorithms,
and methods that anticipate future hardware challenges and opportunities as well as science application needs. ASCR
partnerships and coordination with industry are essential to these efforts. ASCR’s partnerships with disciplinary science
deliver some of the most advanced scientific computing applications in areas of strategic importance to the Nation.
Scientific software often has a lifecycle that spans decades—much longer than the average HPC system. New ASCR
partnerships through the Funding for Accelerated, Inclusive Research (FAIR) and Reaching a New Energy Sciences
Workforce (RENEW) programs will further broaden and diversify the applied mathematics and computer science research
communities. Research efforts must therefore anticipate changes in hardware and rapidly developing capabilities such as Al
and QIS, as well as application needs over the long term. ASCR’s partnerships with vendors and discipline sciences are
critical to these efforts. With the completion of ECP, research efforts will need to transition critical elements of the exascale
software ecosystem to support sustainability and fund continued development of co-design activities. Accordingly, the
subprogram delivers:

= new mathematics and algorithms required to more accurately model systems involving processes taking place across a
wide range of time and length scales and incorporating Al and ML techniques into HPC simulations;

= the software needed to support DOE mission applications, including critical elements of the exascale software
ecosystem and new paradigms of compute-intensive and data-intensive applications, Al and scientific machine
learning, and scientific workflows on current and increasingly more heterogeneous future systems;

= insights about computing systems and workflow performance and usability leading to more efficient and productive
use of all levels of computing, from the edge to HPC storage and networking resources;

= collaboration tools, data and compute infrastructure and partnerships to make scientific resources and data broadly
available to scientists in university, national laboratory, and industrial settings;

= expertise in applying new algorithms and methods, and scientific software tools to advance scientific discovery through
modeling and simulation in areas of strategic importance to SC, DOE, and the Nation; and

= |ong-term, basic research on future computing technologies with relevance to the DOE missions.

Applied Mathematics Research

The Applied Mathematics activity supports basic research leading to fundamental mathematical advances and
computational breakthroughs across DOE and SC missions. Basic research in scalable algorithms and libraries, multiscale
and multi-physics modeling, Al/ML, and efficient data analysis underpin all of DOE’s computational and data-intensive
science efforts. More broadly, this activity includes support for foundational research in problem formulation, multiscale
modeling and coupling, mesh discretization, time integration, advanced solvers for large-scale linear and nonlinear systems
of equations, methods that use asynchrony or randomness, uncertainty quantification, and optimization. Historically,
advances in these methods have contributed as much, if not more, to gains in computational science than hardware
improvements alone. Forward-looking efforts by this activity anticipate DOE mission needs from the closer coupling and
integration of scientific modeling, data and scientific AI/ML with advanced computing, for enabling greater capabilities for
scientific discovery, design, and decision-support in complex systems and new algorithms to support data analysis at the
edge of experiments and instruments and protect the privacy of sensitive datasets. In addition, this activity will support
partnerships between mathematicians and computer scientists to develop energy efficient algorithms and methods that
scale from intelligent sensors to HPC to support decarbonizing industry.
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Computer Science Research

The Computer Science research activity supports long-term, basic research on the software infrastructure that is essential
for the effective use of the most powerful HPC and networking systems in the country as well as the tools and data
infrastructure to enable the real-time exploration and understanding of extreme scale and complex data from both
simulations and experiments. Through the continued development of adaptive software tools, it aims to make high
performance scientific computers and networks even more productive and efficient to solve scientific challenges while
attempting to reduce domain science application complexity as much as possible. ASCR Computer Science research also
plays a key role in developing and evolving the sophisticated software required for future Leadership Computers, including
basic research focused on quantum computing and communication. Hardware and software vendors often use software
developed with ASCR Computer Science investments and integrate it with their own software. ASCR-supported activities
are entering a new paradigm driven by sharp increases in the heterogeneity and complexity of computing systems and their
software ecosystems, support for large-scale data analytics, and by the incorporation of Al techniques. In partnership with
the other SC programs and their scientific user facilities, the Computer Science activity supports research that addresses the
need to seamlessly and intelligently integrate simulation, data analysis, and other tasks into comprehensive workflows.
These workflows will gather data from the edge of experiments and connect simulation and Al at HPCs to support data
analytics and visualization. This includes making research data and Al models findable, accessible, interoperable, and
reusable to strengthen trust and maximize the impact of scientific research in society. In addition, this activity supports
partnerships between mathematicians and computer scientists to develop energy efficient algorithms and methods that
scale from intelligent sensors to HPC to support decarbonizing industry.

Computational Partnerships

The Computational Partnerships activity supports the Scientific Discovery through Advanced Computing, or SciDAC,
program, which is a recognized leader for the employment of HPC for scientific discovery. Established in 2001, SciDAC
involves ASCR partnerships with the other SC programs, other DOE program offices, and other federal agencies in strategic
areas with a goal to dramatically accelerate progress in scientific computing through deep collaborations between discipline
scientists, applied mathematicians, and computer scientists. SciDAC does this by providing the intellectual resources in
applied mathematics and computer science, expertise in algorithms and methods, and scientific software tools to advance
scientific discovery through modeling and simulation in areas of strategic importance to SC, DOE, and the Nation, including
Biopreparedness Research Virtual Environment (BRaVE), allowing distributed networks of scientists to work together on
multidisciplinary research priorities and/or national emergency challenges.

The Computational Partnerships activity also supports collaborations in the areas of data analysis, and future computing.
Collaborative and data analysis projects enable large, distributed research teams to share data and develop tools
incorporating Al/ML for real-time analysis of the massive data flows from SC scientific user facilities, as well as the research
and development of software to support a distributed advanced computing data infrastructure and computing
environment. In addition, interdisciplinary teams enable development of new algorithms and software stack targeted for
future computing platforms, including QIS, as well as partnerships with Basic Energy Sciences (BES) to understand extreme
materials and chemistries for energy and with both BES and Biological and Environmental Research (BER) to advance
research in clean water technologies through the use of Al and HPC. The activity also supports the FAIR initiative and the
Accelerate Initiative which will provide focused investment on enhancing research on clean energy, climate, and related
topics at minority serving institutions, including attention to underserved and environmental justice regions.

Advanced Computing Research

This activity supports research focused on development of emerging computing technologies such as QIS and neuromorphic
efforts as well as investments in microelectronics in partnership with the other SC program offices, Research and Evaluation
Prototypes (REP), and ASCR-specific investments in cybersecurity and workforce including the Computational Sciences
Graduate Fellowship (CSGF) and the SC-wide RENEW initiative.

REP has a long history of partnering with U.S. vendors to develop future computing technologies and testbeds that push the
state-of-the-art and enabled DOE researchers to better understand the challenges and capabilities of emerging
technologies. In addition to REP, this activity supports ASCR’s investments in the National QIS Research Centers (NQISRCs),
as well as quantum computing testbeds and building a quantum internet to connect the NQISRCs and ultimately the 17 DOE
national laboratories.
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SCis fully committed to advancing a diverse, equitable, and inclusive research community, key to providing the scientific
and technical expertise for U.S. scientific leadership. Toward that goal, ASCR will participate in the SC-wide RENEW initiative
that leverages SC’s world-unique national laboratories, user facilities, and other research infrastructures to provide
undergraduate and graduate training opportunities for students and academic institutions not currently well represented in
the U.S. S&T ecosystem. This includes HBCUs and other MSls, typically individuals from groups historically
underrepresented in STEM, as well as students from communities disproportionally affected by social, economic, and
health burdens of the energy system, and the EPSCoR jurisdictions. The hands-on experiences gained through the RENEW
initiative will open new career avenues for the participants, forming a nucleus for a future pool of talented young scientists,
engineers, and technicians with the critical skills and expertise needed for the full breadth of SC research activities,
including DOE national laboratory staffing.

Success in fostering and stewarding a highly skilled, diverse, equitable, and inclusive workforce is fundamental to SC’s
mission and key to also sustaining U.S. leadership in HPC and computational science. The high demand across DOE missions
and the unique challenges of high-performance computational science and engineering led to the establishment of the
CSGF in 1991. This program has delivered leaders in computational science both within the DOE national laboratories and
across the private sector. With increasing demand for these highly skilled scientist and engineers, ASCR continues to
partner with the NNSA to support the CSGF to increase the availability and diversity of a trained workforce for exascale
computing, Al, and capabilities beyond Moore’s Law such as QIS.

Energy Earthshot Research Centers

The Department of Energy's Energy Earthshots will accelerate breakthroughs of more abundant, affordable, and reliable
clean energy solutions within the decade to address the climate crisis. The Energy Earthshots are designed to drive
integrated program development across DOE’s science, applied technology offices, and ARPA-E, and take an ‘all R&D
community’ approach to leading science and technology innovations to address tough technological challenges and cost
hurdles, and rapidly advance solutions to help achieve our climate and economic competitiveness goals. From a science
perspective, many research gaps for the Energy Earthshots cut across many topics and will provide a foundation for other
energy technology challenges, including biotechnology, critical minerals/materials, energy-water, subsurface science
(including geothermal research), and materials and chemical processes under extreme conditions for nuclear applications.
These gaps require multiscale computational and modeling tools, new Al and ML—technologies, real-time
characterization—including in extreme environments—and development of the scientific base to co-design processes and
systems rather than individual materials, chemistries, and components.

Toward that end, ASCR will contribute to the establishment of Energy Earthshot Research Centers (EERCs), a new modality
of research to be launched in FY 2023, building on the success of SC’s Energy Frontier Research Centers (EFRCs) and the
SciDAC program. The EERCs will bring together multi-investigator, multi-disciplinary teams to perform energy-relevant
research with a scope and complexity beyond what is possible in standard single-investigator or small-group awards.
Beyond complementing and expanding the scope of the EFRCs and SciDAC, the EERCs will address the research challenges
at the interface between currently supported basic research, applied research, and development activities, with support
from both SC and the applied technology offices. EERCs will entail co-funding of team awards involving academic, national
laboratories, and industrial researchers, establishing a new era of cross-office research cooperation. The funding will focus
efforts directly at the interfaces of current research efforts, ensuring that directed fundamental research and capabilities at
SC user facilities tackle the most challenging barriers identified in the applied research and demonstration activities to
bridge the R&D gaps and realize the stretch goals of the Energy Earthshots.

In FY 2023, the Request supports a joint Funding Opportunity Announcement (FOA) to be released by three program offices
in the Office of Science Basic Energy Science (BES), ASCR, and Biological and Environmental Research (BER), and DOE
applied technology offices for the initial cohort of EERCs. Emphasis will be on the current Energy Earthshots topics and
those announced by DOE prior to release of the FOA.

Science/Advanced Scientific Computing Research 37 FY 2023 Congressional Budget Justification



uoneayisnf 198png euoissaisuo) £20¢ Ad 8¢ Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

“Aujiqerdipaid

Wa3sAS yied Joj ylomawel4 aouasi||aiu] eIy
9A11BJ8D1U| S,439g J0J [BOIMID BJe Jey) swyllioS|e
3[eISINW ‘pawIojul-saIsAyd Ul sJUsWSaAUI

panuiluod pue spoylaw pue swyiosde "SeaJe |YdJeasad 2409 01Ul dJ3 ay3

1uaIe AS1ousa dojansp 01 S1S11UBIDS J9INAWO0D WO SO Yie\ paljddy [ed13iud JO uoilisuesl syl pue

pue suejpeWIYIEW UM} sdiysiauried SJY33 dY3 404 SPa3U ydoJeasal diseq ayy syoddns os|e
1oddns ||1m saseaJoul ‘uollppe u| 'sQY33 1sanbay ay] ‘sanyjigeded jeuoizepunoy uo siseydw?a “1N/IV Ul sa1ijigeded [euollepunoy
9y3 ul saduajeyd yiew paijdde o14109ds jo 1oddns  Ue YiM S19SBIEP J14IUSIDS DAISSEW WO SIYSISU] J0BIIXD uo siseydwa Ue YHM S}3SeIep d1J13Ud1dS dAISSew
ul yoJeasad aiseq yoddns ||im Suipuny ‘os|y ‘seaJe s1s13ua1ds d|ay 1eyl spoylaw pue ‘sanbluydal JN/IY  wody s1y3isul 10e41xd S1S1IUIdS djay 1eyl spoylaw pue
42Jeasald 9402 0jul 2eq S10D dDJ SuluolliSuel}  J1J13UBIIS ‘Suolle|nwis 141U pua-ys3iy uidiapun eyl  ‘sanbiuyaal JAI/IV 21413USIOS ‘SUOIIBINWIS J1J11USIJS PUd
pue ‘yoseasalt JN/|V [eUOI1EPUNOY ‘STI04D SPOY12W pue saleaql] ‘Swyydod|e ul SHOoD yaueasad  -y3iy uidispun eyl spoyisw pue salielql| ‘swyiiose
yd4easaJ 9102 1oddns 03 aseauoul [jim Suipund 9402 j0 1Joddns puedxa 031 anul3u0d ||IM 3sanbay syl Ul S1J049 YdJeasad 2402 jo Joddns spuedxa uipun4
89€'€TS+ 8€6'TLS 0£5°81S YoJeasay sanewsayie|y paijddy
858‘STTS+ €TL'BLESH 59865¢$+ Y24e959Y S9IUBIIS J93ndwWo)

pue ‘jeuonzeindwo) ‘|ednnewayien

pa1oeu3 TZ0Z Ad sA 1sanbay €202 A4

saguey) jo uoneue|dx3 1sanbay €207 Ad pajdeul TZ0T Ad

(spuesnoyy ui siejjop)

sa8uey) jo uoneue|dx3y pue SAHAIY

Youeasay sasualds Jandwo) pue ‘jeuorreandwo) ‘|earrewayiep
Yo4e3say Suizndwio) d1413Ud19S PAJUBAPY




uoneayisnf 198png euoissaisuo) £20¢ Ad 6€ Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

‘SeaJe Y24ea534 9402 01Ul d)J Y} WO} S1I0HD 24eMOS
|E21114D JO UOI}ISUBI) pUe ‘S)Y3IJ Y3 JO SPIduU Ydieasal
ai1seq 1oddns ||Im 1sanbay ay| 'S|D pue ‘siojesa|adde

pue asempJey snosuadosalay pue pazijeldads
‘Bupjiomiau wniuenb se yans ‘saidojouydal Suidiawd

‘uiandwod o1ydiowoinau
pue wnjuenb ‘si0jela|930e pue aiempuey
snoauagdosalay pue pazijedads ‘Supjuomiau wniuenb

'Spoylaw pue swyyiod|e a|qeleds
1u3d149 AS4aud dojaAap 03 S1S1IUBIIS J2INdW 0D

pue sueewaylew usamiaq sdiysiauled
1oddns |jim Suipuny ‘uoilppe U] "SeaJe YdJeasal
9402 01Ul W31SAS023 91BM1JOS B|BISEXD 3Y} JO
S1UBW|D [B21114 SulUOIISURI] PUB {D4NJoNJISEIUI
elep pue |euolleindwod pajeidalul ue sjgeus

01 ‘| 8uipnjpul ‘syio44a ASojouydal Suidiawa
‘sDY¥33 ay3 ul sadua||eyd 92ualds JaIndwod J1419ds

Joj asedaud pue aJo|dxs 1BY]1 SHOYS YdJeasal diseq
wJ93-3uU0| anuUIUOI OS|e [IM AlAIROE SIYy) 40} ulpuny
‘a4nyonJisedjul exep pue |euorieindwod palesdalul
ue 3|qeua 01 ‘| 8ulpnaul ‘s|00} |B3111ID UO PASNIOY
S9SeaJdul 21391.J1S Y}IM SUOI1eZI|BNSIA pue SollAjeue
‘Juswadeuew ejep ‘s|o0} ‘SMO|PIOM ‘Sanbluydal

|V Suipn|oul ‘92Ual12S 404 SHJ0MIBU PIJUBAPE

se yans ‘sajdojouydal 3uidsaws 40j asedaud pue

9J0|dX3 1By} S10J9 wIa3-3uo| puedxa os|e [Im Aliainoe
SIy3 Joj Suipun4 "ainjonJiseJjul elep pue jeuoiieandwod

paieJ8aiul ue d|qeua 03 ‘I Sulpnjoul ‘s|003} [BDIHID
UO PasNd0} saseaJou] 21591.431S Y3M SUOIIeZI|eNSIA
pue sojAjeue ‘quswaseuew e1ep ‘S|003 ‘SMO|JIoM
‘sanbiuyaal |y Suipn|dul ‘92ua1ds 104 SHI0MIBU

J0 1oddns uj yoJeasad diseq PadRJIP {SIUBWISIAUI pue DdH o Ajian ay3 sanosdwi 18y} 94EMJOS Ul PRJUBAPE pUe JdH 4O Aj1an 9yl sanosdwi Jey) aJemyos

y2Jeasal 9402 poddns 03 aseasoul [Im Sulpung  SIUSWIISIAUL 9402 404 Joddns anui3uod ||1m 1sanbay syl Ul SJUBWISIAUI 402 104 Joddns sanuiuod uipund

667 €TS+ 97€'0LS LT8'9IVS UdJeasay 9oualds Jaindwo)

pa1deul 10z A4 SA 3sanbay £z0z A4
saduey) jo uoneue|dx3

1sanbay €20 A4 pa1eul 1Z0¢ Ad

(spuesnoyy ui ssejjop)




uoneayisnf 198png euoissaisuo) £20¢ Ad ot Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

'sdiys4aunied [euoneindwo)

03Ul ‘S311AI30E USISOP-02 PUB 9INISU| JOJUR) [BUOIIEN
ay3 yum diyssauped 3uiod-uo ayi se yans ‘suoiiedjdde
199[04d Suiandwo) sjeasex3 [ed1314d uoissiw

JO UOI}ISUBJ] BY) pUB 3AIRRIIUL Y|4 3Y3 1oddns |im
1sanbay ay3 ‘os|y "92130U 1JOYS UO $324n0SaJ apiroid 03
3040 404 Auessadau sded a3pliq pue Ajlauapl pue ‘spasu
uoljesnd pue juswadeuew eyep ‘safyljiqeded Sujspow
pue uolleNWIS 413y} puelsiapun 03 sapuade Asy

yym Surisuied sapnjoui syl saduajjeyd Aduadiswa
|euolleu Jo/pue sanuonud youeasas Ateurjdidsipinnw

uo 4312501 340M 0] S1SIFUBIIS JO SHYJoMIdu '42Je3s3J SI1U0J1I9|204d1W U0 S34 pue ‘dIH ‘S3g

painqguisip Suimojje |eysod 9|3uls e ulyum saljigeded yum diysisauied e uoj 14oddns sapnjoul os|e 3sanbay
yoJeasal |eyuswiiadxa uollesauas 1xau pue ‘swuojpe|d 9y 'S3InsaJ ay3 91e40dJ10dul 03 S10} JUBWdO|IAIP
|euoineindwod ‘aunionJisedjul 19gAd ay3 apiaoud IV S,0S 40} 9|qe|ieAe Ajapim S| elep 1eyl aunsua pue

[lIM JABYG ‘9seaJdul ||Im asuodsal pue ssaupaledaud 109/04d BW0129UU0I 3Y} JO SPIU SI1AjeuUE elep By}
Aduadisws Jo Joddns ul sapusade esapay SSaJppe 03 adnjonJaisedjul 3O 93e4aA3] ||IM HIN YHm

Aq $924n0S3J DdH 3OQ 40 asn peaJdsapim 3uijqeua  diysiaulied mau y 'Spasau elep s,JS ssappe Ajjusiniys
UO PasnI0} S110}1T "SH04D 1UBWAO[DA3P |V S,0S  Pue A[9AI109142 2J0W [[IM 1BY] DUSIDS 104 4N3dNJISejul

J0j 3|ge|iene Ajapim S| B1Ep 3By} 9JNSUS 01 3INJONJISeIUl ejep pue |euoijeindwod pajes8aiul mau e Jo

's9JoUa84aWa [euolleU 30Q 93eJaA3] 03 NUIIUOD [|IM HIN YHm diysiaulied  suoizepunoy ayl 1oddns ||1m 1sanbay ay3 ‘S140443 3say3

03 asuodsaJ anosdwi 03 sa1ouade Jaylo pue 9y] anujuod [|im Suiandwo) padueApy pue uo 3uip|ing "pappe siauled Mau y3m panuiluod aq

sweusdoad Auau3 palddy s,300 yum sdiyssauiied ‘SID IV ‘e1ep 2113Ua12s Uo sdiysiauried ‘suonedldde  [IM |y pue eiep d1413ualds uo sdiysiaulied ‘suonedidde

JVAIdS M3U SE ||9M Se Y|Y4 pue 91eJa[300y 300 pue JS yum sdiysiauied pue sainyiisul  3OQ pue IS yum sdiysiauipied a3adwodal [[IMm YISV pue

01 SUOIINQIIIU0D JYQIdS Moddns [|Im 3seaJdul 9y JVaus ay3 404 1oddns anuiauod ||im 3sanbay syl ‘S9INUISU| DY QIRS 9Y3 Joj 1oddns sanuizuod Suipun4

L99'TTS+ 198°L6S ¥61°9LS sdiyssauied |euoleandwo)
uwuum:mWwMM_N._ u> H_om““w“”__“m_vwxMNQN A 1sanbay €202 Ad pa1eu3 1Z0T A4

(spuesnoyy ui ssejjop)




uoneayisnf 198png euoissaisuo) £20¢ Ad v Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

‘Spaau

92J0[40M S313H|10B} pUB Y2J4easad YISV 404 auljadid

9y} puedxa 01 wa3sAs023 1185 'S N Y1 Ul pajuasasdal

[I9M Aj3UBJ4Nd 10U SUOIINLIISUI JILUSPEIE PUB SIUIPNIS

Joj sa1yunyioddo Sujureay aienpessd pue alenpesdiapun

apinoad 03 aAeIul AA\INTY 9Y1 Joj uoddns

aseaJoul ||Im 1sanbay ayl "S|D se yons saiyjiqeded me

S,9J00|A\ PUOA3(Q pue ‘9|eds 3e |y ‘@aualds [euoireindwod

9|BISEXD 10} 9240J0M pauleJ] e Jo Alljige|ieae
95eaJ0ul 03 SI 495D J0 |08 3y "32uaIds [euolreindwod SID se yans
pua y38iy ul pajuasaidal-Japun dJe Jey3 SUOIINASUI salj|igeded meT s,2400|A puoAaq pue ‘|y ‘9|edsexa Joj
pue ‘sp|aly ‘sdnoug jo uoizedidijied syl puedxa 92J03J0M pauleJ} B JO Alljiqe|leAB 9SB3JDUl 01 S| 495D

01 pue ‘sa13ojouydal 3uISIoWd UO PISNI0 SMO||D} 10 |eo8 ay| "YSNN Yyum diysisaunied ul ‘000‘000°0TS

JO Jaquinu 2y} 9SeaJdu| 03 ‘S3S0J UOIIIN] PISedul 1e diysmoj|a4 495D ay3 4o} oddns sapiaoad

10ddns 03 ‘“YSNN Yiim diyssauaed ui ‘diysmo||ay Suipuny ‘uoilppe U] "YdJeasad SI1U0JIIID|30Jd1W

495D 9y3 4o} 1oddns paseasdul ulelsns ||im 3sanbay padueApe 4o} Spaq3isal pue A11undasiagAd Joy

9y 'dnui3uod ||Im A14ndas J9GAd Ul SJUBWISIAUL ||lBWS  dTY Ul SIUSWISIAUI ||ews Joddns 03 sanuiluod AjAioe

‘dD3 Jopun padojanap a4emijos ays uieisns o3 ueld SIY3 Jopun Suipun4 40MI3U WNIUEND P31BIIPIP B

‘MIN3Y e jo uswdo|aA3p pue ‘So1u0J3da|a0so1w ‘sa1dojouydal  Sulysi|qeisa 03 Sda3s 1541} Y3 YHM pPa3eId0sSse YdJeasal

pue 12uJa3ul wnjuenb uj syuswilsaAul Suiseaoul Sui8iawa ul syuawisanul 21891415 BNUIIUOD 93e)s-Aj4ea 1oddns ||Im YOSV ‘S)JI0MISU UOIIRWIOUI

Sse ||9m se spaQgisal ASojouydal Suidiswa 01 d3Y SMojje 1sanbay Sy "SPagISal 3duJaIUl winjuenb wniuenb ul yoJeasad diseq uo 3ulpjing *S493uD

U0 35N 404 24EMLOS dDT |ed134D Sululeisns |euol8aJ pue ‘suo4e paglsal Suiandwod wnjuenb SID Mau ay3 yum sdiyssauied uo siseydwa yum

pue Sujuiejuiew 4oddns |[Im 9seaJsdul ay | ‘SOYSION 2y3 1oddns 03 anuijuod ||im 3sanbay ayl  ‘s}u0y4d pagisal wniuenb jioddns 03 sanuizuod Suipun4

YCE'STSH 86GETTS ¥£7'88$ Y2435y Sunndwo) pasueapy
uwuum:mWWMM_N._ u> H_om““wamm_”_”m_uwxMNoN A 1sanbay €202 Ad pa1eu3 1Z0T A4

(spuesnoyy ui ssejjop)




uoneayisnf 198png euoissaisuo) £20¢ Ad

(474

Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

"Swpiboid (411S) 412fsup.i Abojouysa] ssauisng

/oW pup (Y19S) Y2403say uonbAouU| ssauisng [jows ayl Jof buipunf (@wy) 1uawdojanap pup yaipasal fo ua2iad 69°g sapnjoul ‘anoqp wpoiboidqns ayi Jof buipun4 -

310N

‘@Aleniul

s1oysyiie] ASiau3 ays Jo s|eod yo1auis ay) azijeal
pue sde3 gy oY1 23p1iq 03 sweidoud ASojouydza |
palddy ayl pue swesdoud DS usaamiaqg
uoleloqe||0d e se sOY33 ysi|qe1ss ||im Suipun4

V04 2y

J0 9sedjaJ 03 Joud Juswiedaq ay3y Agq pasunouue asoyl
pue s21do3 J0Yysy1ie] Jua4ind ay3 uo 3q ||Im siseydw3
'sOY33 40 MOYOD [elHUI BY3 404 S22130 ABojouyda |
paljddy 30Q ay3 pue (Y39 pue YISV ‘S3g) d2uaids

40 921140 aY3 Ag pasesjad aq 01 (Y0O4) Jusawadunouuy
AylunyioddQ Suipund juiof e syuoddns 3sanbay sy

"TT0T Ad Ul Suipuny oN

000'STS+

000°s2S

S191Ud) YdJeasay Joysyiie3 Adiau3

paeu3 TZ0T Ad sA 1sanbay €20z A4
saduey) jo uoneue|dx3

1sanbay €202 A4

pa1eul 1Z0¢ Ad

(spuesnoyy ui ssejjop)



Advanced Scientific Computing Research
High Performance Computing and Network Facilities

Description

The High Performance Computing (HPC) and Network Facilities subprogram supports the operations of forefront
computational and networking user facilities to meet critical mission needs. ASCR operates three HPC user facilities: the
National Energy Research Scientific Computing Center (NERSC) at Lawrence Berkeley National Laboratory (LBNL), which
provides HPC resources and large-scale storage to a broad range of SC researchers; and the two Leadership Computing
Facilities (LCFs) at Oak Ridge National Laboratory (ORNL) and Argonne National Laboratory (ANL), which provide leading-
edge HPC capability to the U.S. research and industrial communities. ASCR’s high performance network user facility, ESnet,
delivers highly reliable data transport capabilities optimized for the requirements of large-scale science. Finally, operations
of these facilities also include investments in upgrades: for the HPC user facilities, this scope includes electrical and
mechanical system enhancements to ensure each remains state-of-the-art and can install future systems; for ESnet, the
upgrades include rolling capacity growth to ensure no bottlenecks occur in the network.

The HPC and Network Facilities subprogram regularly gathers strategic user requirements from stakeholders across SC and
DOE, including the other SC research programs, SC scientific user facilities, DOE national laboratories, and other
stakeholders. ASCR gathers these user requirements through formal processes, including workshops and technical reviews,
to inform planning for upgrade projects, development of services, and implementation of user programs. The insights ASCR
gains from these user requirements activities are also vital to a broad spectrum of ASCR and SC strategic efforts. Examples
of this insight include identification of emerging research directions, emerging trends in usage of computing and data
resources, and industry innovations in computing architectures and technologies. ASCR continues to observe an
accelerating pace of innovation in computing technology, through and beyond the exascale era.

Allocation of ASCR HPC resources to users follows the merit review public-access model used by other SC scientific user
facilities. The Innovative and Novel Computational Impact on Theory and Experiment (INCITE) allocation program provides
access to the LCFs; the ASCR Leadership Computing Challenge (ALCC) allocation program provides a path for critical DOE
mission applications to access LCFs and NERSC, and a mechanism to address urgent national emergencies and priorities.

The core strength of the ASCR facilities is the dedicated staff who work to maximize user productivity and science impact,
operate and maintain world-leading computing and networking resources, while simultaneously executing major upgrade
projects. None of the ASCR facilities have suffered significant operational impacts during the COVID-19 pandemic.

ASCR HPC facilities received CARES Act funding in FY 2020 to support COVID-19 research teams through the COVID-19 HPC
Consortium, a partnership between industry, national and international federal agencies, national laboratories, and
academia. DOE deployed customized computing hardware to each HPC facility to better address specific COVID-19 research
needs; dozens of research projects used millions of hours of compute time to provide new insights about the virus, variants,
the disease, and the pandemic, including: how the virus infects cells, exploration of treatment options, understanding
mutations, understanding variation in patient outcomes, high throughput drug candidate screening, epidemiology and
public health surveillance, and advanced data analytics. Several of these research teams were finalists for the special
COVID-19 Gordon Bell Prize. Eventually, this hardware will be integrated into the facilities” user programs, providing
additional HPC resources available for peer-reviewed, competitive research with emphasis on biological and medical
research.

High Performance Production Computing

This activity supports the NERSC user facility at LBNL to deliver high-end production computing resources and data services
for the SC research community. More than 8,000 computational scientists conducting about 700 projects use NERSC
annually to perform scientific research across a wide range of disciplines including astrophysics, chemistry, earth systems
modeling, materials science, engineering, high energy and nuclear physics, fusion energy, and biology. NERSC users come
from nearly every state in the U.S., with about half based in universities, approximately one-third in DOE laboratories, and
other users from government laboratories, non-profits, small businesses, and industry. NERSC’s large and diverse user
population spans a wide range of HPC experience, from world leading experts to students. NERSC aids users entering the
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HPC arena for the first time, as well as those preparing leading-edge codes that harness the full potential of ASCR’s HPC
resources.

NERSC currently operates the 30 petaflops (pf) Intel/Cray NERSC-8 system (Cori), as well as the 125 pf HPE/AMD/NVIDIA
NERSC-9 system (Perlmutter), that came online in FY 2021. NERSC is a vital resource for the SC research community and is
consistently oversubscribed, with requests exceeding capacity by a factor of 3—10. This gap between demand and capacity
exists despite upgrades to the primary computing systems approximately every three to five years.

In addition, the diversity of data- and compute-intensive research workflows is expanding rapidly. The FY 2023 Request, will
continue planning for two projects intended together to provide SC with increased computing capacity and capability to
meet user requirements in the second half of this decade. ASCR will continue preparations for a NERSC-10 upgrade project
that is intended to provide SC with an innovative, flexible HPC platform to serve an even greater diversity of NERSC users.
ASCR will also continue planning efforts for a new High Performance Data Facility (HPDF), a high performance computing
and data management facility designed from the ground up to satisfy the unique requirements of state-of-the-art real-time
experimental/observational workflows. The NERSC-10 and HPDF projects will each drive unique technological innovation in
system architectures and services beyond what is available in the commercial cloud. As real-time user demand for HPC
resources grows, ASCR foresees the strategic need for operational resilience through geographic diversity of its HPC
resources. In addition, some workflows may have latency requirements that necessitate geographic proximity to HPC
resources. NERSC-10 and HPDF will complement each other in this regard.

Leadership Computing Facilities

The LCFs are national resources built to enable open scientific computational applications, including industry applications,
that harness the full potential of extreme-scale leadership computing to accelerate discovery and innovation. The success of
this effort is built on the gains made in the Exascale Computing Project (ECP), Research and Evaluation Prototypes (REP) and
ASCR research efforts. The LCFs’ experienced staff provides support to INCITE and ALCC projects, scaling tests, early science
applications, and tool and library developers; their efforts are also critical to the success of industry partnerships.

The OLCF at ORNL currently operates and competitively allocates the Nation’s first exascale computing system, an HPE-
Cray/AMD exascale system (Frontier), deployed in calendar year 2021; the 200 pf IBM/NVIDIA OLCF-4 system (Summit); and
other testbeds and supporting resources. Recent scientific highlights from Summit include: Al-driven multiscale simulations
that illuminate the disease mechanisms of SARS-CoV-2 including the mechanisms linked to the inflammatory response in
some patients; the rapid screening of drug candidates and the development of therapeutics for COVID; training deep neural
networks to understand glass-like quantum materials with potential applications in electronic devices, quantum computers,
and superconductors; simulating the Earth’s atmosphere for a full season at 1-square-kilometer grid-spacing to improve
weather forecasting and climate predictions; first-of-their-kind 3D flow simulations of gas turbine jet engines that are
providing breakthrough insights quickly and accurately to influence the design process for improved fuel efficiency and
more durable jet engines; bridging classical Molecular Dynamics and Al to produce complex simulations that are both large
and accurate—simulating for the first time more than 100 million atoms, with ab initio accuracy, a thousand times faster
than ever before. OLCF staff shares its expertise with industry to broaden the benefits of petascale computing for the
nation. For example, OLCF works with industry to reduce the need for costly physical prototypes and physical tests to
accelerate the development of high-technology products. These efforts often result in upgrades to in-house computing
resources at U.S. companies.

The Argonne Leadership Computing Facility (ALCF) at ANL operates the 8.5 pf Intel/Cray ALCF-2 system (Theta) and HPC
testbeds, such as the Polaris (A-19) system, to prepare their users and SC-ECP applications and software technology for the
ALCF-3 upgrade, to be known as Aurora. Aurora, the Nation’s second exascale system, will be deployed in calendar year
2022 and is being designed by Intel/HPE-Cray to support the largest-scale computational simulations possible as well as
large-scale data analytics and machine learning. Recent scientific highlights from the ALCF include: developing CityCOVID,
an agent-based model capable of capturing the dynamics of heterogeneous, interacting, adaptive agents at a granular level
of detail to track COVID-19 transmission and to simulate a variety of interventions and future scenarios; training a deep
neural network to find more energy-efficient separation processes to reduce the energy footprint of the chemical
industries; the largest ever collection of 3D investigations of the physics of core-collapse supernovae to better understand
the origin of the elements in the universe, measure gravitational waves, and interpret laboratory nuclear reaction rate
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measurements in light of stellar nucleosynthesis; large-scale molecular dynamics simulations that help to elucidate the
mechanisms of helium transport and tungsten surface deformation that may degrade material stability on the primary
plasma-facing divertor material in ITER; one of the largest cosmological structure formation simulations ever performed to
help with planning and analysis of current and upcoming sky surveys; and developing a novel method to provide high-
quality 3D reconstructions of heavily scattering samples to enable software reconstructions beyond-depth-of-focus on the
APS Upgrade (APS-U) facility. Through INCITE, ALCF also enables industrial applications, for example, by helping scientists
and engineers to optimize manufacturing of non-woven materials, such as those used in protective masks, to reduce energy
requirements without impacting performance. The ALCF and OLCF systems are architecturally distinct, consistent with
DOE’s strategy to manage enterprise risk and foster diverse capabilities that provide the Nation’s HPC user community with
the most effective resources.

The demand for 2021 INCITE allocations at the LCFs outpaced the available resources by more than a factor of three.
Demand for 2020-2021 ALCC allocations outpaced resources by more than a factor of five. The LCFs have begun planning
for upgrades that would expand the capacity and capabilities of these unique National resources to keep pace with demand
and foreign investments.

High Performance Network Facilities and Testbeds

This activity supports the Energy Sciences Network (ESnet), SC’s high performance network user facility. ESnet is recognized
as a global leader in the research and education network community, with a multi-decade track record of developing
innovative network architectures and services, and reliable operations designed for 99.9 percent uptime for connected
sites.

ESnet is the circulatory system that enables the DOE science mission. ESnet delivers highly reliable data transport
capabilities optimized for the requirements of large-scale science. ESnet currently maintains one of the fastest and most
reliable science networks in the world that spans the continental United States and the Atlantic Ocean. ESnet interconnects
all 17 DOE National Laboratories, dozens of other DOE sites, and approximately 200 research and commercial networks
around the world, enabling many tens of thousands of scientists at DOE laboratories and academic institutions across the
country to transfer vast data streams and access remote research resources in real-time. ESnet also supports the data
transport requirements of all SC user facilities.

ESnet’s traffic continues to grow exponentially—roughly 66 percent each year since 1990—a rate more than double the
commercial internet. The number of connected sites has also expanded significantly in recent years and continues to grow.
Costs for ESnet are dominated by operations and maintenance, including continual efforts to maintain dozens of external
connections, benchmark future needs, expand capacity, and respond to new requests for site access and specialized
services. As a user facility, ESnet engages directly in efforts to improve end-to-end network performance between DOE
facilities and U.S. universities. ESnet is currently executing a complete upgrade of its backbone network, the ESnet-6
upgrade project, which commenced construction in FY 2020 and is anticipated to complete construction in FY 2022. In

FY 2021, the ESnet-6 project achieved a mid-project milestone of acceptance and commissioning of the coast-to-coast
ESnet6 optical infrastructure, culminating in the successful phased migration of all current ESnet traffic onto this new,
advanced optical backbone.

In addition, ESnet operates a network R&D Testbed user program, which is linked to the National Science Foundation’s

FABRIC mid-scale instrumentation project, providing the nation’s academic research community a unique terabit-scale
research platform for next generation internet research.
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Advanced Scientific Computing Research
Exascale Computing

Description

SC and NNSA will continue to execute the Exascale Computing Initiative (ECI), which is an effort to develop and deploy an
exascale-capable computing system with an emphasis on sustained performance for relevant applications and analytic
computing to support DOE missions. The deployment of these systems includes necessary site preparations and non-
recurring engineering (NRE) at the Leadership Computing Facilities (LCFs) that will ultimately house and operate the
exascale systems.

The Office of Science Exascale Computing Project (SC-ECP) captures the research aspects of ASCR’s participation in the ECI,
to ensure the hardware and software R&D, including applications software, for an exascale system is completed in time to
meet the scientific and national security mission needs of DOE. The SC-ECP is managed following the principles of DOE
Order 413.3B, tailored for this fast-paced research effort and similar to that which has been used by SC for the planning,
design, and construction of all its major computing projects, including the LCFs at ANL and ORNL, and NERSC at LBNL.

SC conducts overall project management for the SC-ECP via a Project Office established at ORNL because of its considerable
expertise in developing computational science and engineering applications and in managing HPC facilities, both for the
Department and for other federal agencies; and its experience in managing distributed, large-scale projects, such as the
Spallation Neutron Source project. A Memorandum of Agreement is in place between the six DOE national laboratories
participating in the SC-ECP: LBNL, ORNL, ANL, Lawrence Livermore National Laboratory (LLNL), Los Alamos National
Laboratory (LANL), and Sandia National Laboratories (SNL). The Project Office at ORNL is executing the project and
coordinating among partners.

The FY 2023 Request includes $77,000,000 for the SC-ECP. These funds will provide for the demonstration of the exascale
ecosystem through the execution of the applications and software on the exascale systems and completion of Key
Performance Parameters 1-3. Deployment and acceptance of exascale systems in calendar years 2021-2023 will be at the
LCFs as part of their usual upgrade processes.

Science/Advanced Scientific Computing Research 49 FY 2023 Congressional Budget Justification



uoneayisnf 198png euoissaisuo) £20¢ Ad 0s Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

*ZC0T PUB TZOT Ul paJaAl|ap SwaisAs ajeasexs "109(oud
9Y1 UO SJ91oWeled duew.opad Asy syl 19w 93 JO 1984e1 9Y3 SI YdIyMm ‘wa1sAs0do o|easexa ue  pagls9al 9|eISexa U0 94eMiyos pue suolledljdde papuny
03 swa|qoJd a3ua|jeyd ,suoiedijdde JO UOIINIAXD  JO JUSWAO|DAIP BY] 1BJISUOWSP ||IM JBY] S1dldweled  dD3 9y3 jo 3uinsal pue uoizea§ajul snonuiuod apiaoad
uo 123(0Jd ay3 UIYIM SN0} Ul RIYS Y3 1039|4a4 duewJIoad Ady paljdads ayl 192w o1 ASojouyday 03} 407 9Y3 pue d)3-)S uaamiaq uoleldajul pue
03 95e3429p ||Im Sulpuny ay] ‘sweay suonnedijdde 91eM1OS pue suoliedljdde JO UOIINJBXA |eul}  3IB1S DJBMIOS 33 pue uoliedljdde usamiaq salAIde
dD3 2y3 Jo4 Suipuny Jo JeaA |eul 9yl 99 [|IIM £20C Ad pue juswadeuew 303foud Joddns |Im 1s9nbay sy ugisap-02 Juawadeuew 33foud syoddns uipuny
SY6'T6$- 000°LLS S¥6°89TS p2afoid Sunndwo) a|easex3y IS ‘0Z-2S-LT
Sv6°16$- 000°LLS Sv6'891S uolpnisuo)

pa1oeu3 TZ0Z Ad SA 1sanbay €20T A4

saguey) jo uoneue|dx 1sanbay €202 A4 pajeul 170 Ad

(spuesnoyy ui ssejjop)
sa8uey) jo uoneue|dx3y pue SAHAIY

Sunndwo) ajeasex3
yo4easay Sunndwo) d1413ualds pasuenpy




Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

jwawdinb3 jende) ‘jelog
juswdinb3 [eude) J|IN-UON ‘|eroL
juswdinb3 jeude)

sasuadx3j SunesadQ |ende) ‘jero]

juswdinb3 |eyde)
sasuadx3 Sunesado jende)

uoneaiynisnf 193png |euolssaiduo) €207 Ad 18
608‘92- 000°S 6089T 608‘1€ V/N V/N
608°9C- 000°'S 608°9T 608'T€ V/N V/N
paloeu] TZ0Z Ad 1sanbay bt paldeu]
sn1sanbay €202 A4 €20 Ad pazijEntity 120T Ad S1E9A JoLd =301
TT0T Ad
(spuesnoyy ul suejjop)
juawdinb3 jende)
608'9¢- 000°S 6089T 608‘TE V/N V/N
608°9C- 000°S 608°9T 608'T€ V/N V/N
padeu] TZ0Z Ad 1sanbay o paeu]
pazijenuuy Siea Jolid |erol
sn 1sanbay €202 A4 €20Z Ad 2202 A4 TZ0Z Ad

(spuesnoys ui suejjop)

Aewwns jende)

Yaueasay Suipndwo) d1413uaIdS pasueApy



uoneayisnf 198png euoissaisuo) £20¢ Ad

(4]

ThL'ES+ TvL'890°T 000°STO‘T 000°STO‘T
87897+ 8T0'E€T9 8€0'8T9 061985
€16°97+ €2L'SSY 796'96€ 018'8ZY
pa1deu3 TZ0Z Ad 1sanbay ¥ pazijenuuy pajpeus
sA 1sanbay €207 A4 €202 Ad 7202 Ad 1202 Ad

(spuesnoyy ui ssejjop)

Arewwing Suipung
yaJeasay Suiandwo) d113Ua1dS pasueApy

Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

yo1easay Sunndwo) J1413U312S pajueApy ‘|erol
suolzesadQ Ayljoeq
yoJeasay



uoneayisnf 198png euoissaisuo) £20¢ Ad €S Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

‘sinoy SunesadQ pauue|d sjenba sinoH SuinesadQ panalydy S91LIIPUI SINOH SWIIUMOQ PajnpPayasun
049z ‘safyl|oey v, 9dA1 104 131 ON "SIUSAS PaJNPaYISuUN 01 anp sJasn 0} 3|gejieAeun sem A}ljioe} ay3 (SINOY Ul) Swil JO JUNOWE 3y — SINOH dwijumoq pajnpayasun

*Aiaizonpoud
A11[10B} JO 21}13UBIDS JO UOIIBIIPUI 10341 B J0OU SI 11 ‘Buipuny d|ge|IBAR JO 1X31U0D Y1 Ul SSDUAIIIDLD UOIIBZI|1IN JO UOIIEJIPUI UY — SINOH [ewidQ jo juddiad

‘S|ana| Suipuny Ag pauleisuodun i AHUNWWOD J3sn 3y} JO SPaau ay} AJsiies o3 a|gejieae ag pjnom AJj1oe) e (SInoy ul) dWwi} Jo Junowe ay] — sunoH jewndo

'SJ9sn 10} 9|ge|leAe aq 01 paledidnue si Alljdes syl (s4noy ul) swil Jo Junowe ayl 1sanbay 198png pasodoud ayl uo paseq ‘(Ag) JedA |easi4 193png ayl 104 =
's1asn Joy 3|qe|ieAe 9q 03 pauue|d s| A}lj1oe4 9Y3 (S4NOY ul) w3 JO Junowe ay3 ‘(AD) Je3A |BISI4 JUS4IND JOH =
'S19sn 104 3|qe|ieAe aq 03 pauue|d sem Ajj1oes 8yl (S4noy ul) awil Jo unowe ay3 ‘(Ad) 494 |e3SI4 3sed 104 =

— sinoH Sunesado pauueld

*sJ3sn Joj 3|gejleAe sem A}l|19e4 Y3 (SINOY Ul) dwi3 Jo Junowe ay| — sinoH SunesadQ panaiydy
S91M|I0.) Y IdAL 104 suoniuyaqQ

"aulydew a|eas-ad.e| ‘9|8uls e uo Juapuadap J0U S| 1Y} S224N0SAJ JO 31INS B SIISN JD}40 1BY3 S3I}|I108}
g IdAL ‘Buiydew 3jeas-adie| ‘9|3uls e uo JU3pUIAIP SIIINOSIJ SIBSN IS0 1eY] S|} V TdAL :S9dA1 om] usamiaq paysindullsip si S3IH|IB) J3SN JO JUDWIEdJ) 9y

suonesadQ Aujioed 13sn J1313UIDS
Yo4e3say Suizndwio) d1413Ud19S PAJUBAPY



uoneayisnf 198png euoissaisuo) £20¢ Ad vs Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

- %0°00T %0°00T %L'66 %0°00T SJNOH |ewndQ Jo 1uadJ3d
- 800°L 800°L 800°L 800°L sinoy jewndo
- 800°L 800°L 800°L 800°L sinoH SunesadQ pauueld
- - - 88669 - sinoH SunesadQ panaiydy
9- 00S‘T 00S‘T 9691 9vS‘T s1asn Jo JaquinnN
L8Y'6T+ L09°LYT 990°6¥Z 680°02 02182 Aupey Sunndwo) diysiapea aspry yeo
- %0°00T %0°00T %8°66 %0°00T SINOH |ewndQ Jo Juadiad
- 800~ 800 800~ 800, sinoyH jewndo
- 8002 800°L 800°L 800°L sinoH SunesadQ pauueld
- - - 0669 - sinoy Sunesado pansiydy
97T+ 00€‘T 00€‘T 89T'T vLT'T s1asn Jo JlsquinN
0T L+ S9T°09T LY0'6ST 266°LYT GS6‘CST Auppe4 Sunndwo) diysiapea suuosiy
- %0°00T %0°00T %9°86 %0°00T SINOH |ewndQ Jo 1uad43d
- G858 G858 G858 G858 sinoH |ewdo
- G8S'8 G85°8 G85°8 G85°8 sinoH SunesadQ pasuueld
- - - S9v‘8 - sinoH Sunesado pansiydy
TLT+ 005‘8 005‘8 1S.°8 6C€’8 S9SN JO JequinN
95.- 0E0‘€TT €96'STT L0L‘60T 98L'€TT 493ua) Sunndwo) d1UBIIS Ydieasay Adiau3 jeuoneN

v adAL - saiy1dey Jasn IyludIS

paideu3l 1zoz Ad 1sanbay uw~.“ﬂ::< uaLIn) paloeus
sn 1sanbay €202 A4 €20C Ad NN.oN A T20T Ad T20T Ad

(spuesnoyy ui siejjop)



uoneayisnf 198png euoissaisuo) £20¢ Ad

SS

Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

'spn3ap sapinoad yorym ajafa 326pnq |puoISSa16U0D Y3 Ul PIII3fal 3q AJUO J[IM SINOH dWIIUMOQ P3JnPayIsun pupb sinoH buiniado paraiyoy -

- T9€TE T9€TE T9€TE T9€TE

- T9€TE T9€TE T9€TE T9€TE

- - - €076 -

T8¢+ 00€TT 00€TT €89TT 6V0'TT

878'9¢+ 8T0‘ET9 8€0'819 €8L'99S 061985

€002+ €00 - - -

- %0°00T %0°00T %0°00T %0°00T

- 09.'8 09.'8 09.'8 0928

- 09/°8 09.°8 09/°8 09.°8

- - - 09.'8 -

_ _ _ 39 _

9TT'T- €T2'06 796°€6 S66°L8 6CE'16
paeus 10z A4 1sanbay i) juaiIn)y papeus

sn 1sanbay £20¢ A4 €C0C Ad tmNNN_"..“muz HH__E T20C Ad T20C Ad

(spuesnoyy ui siejjop)

310N

sinoH |ewndo

sinoH 3unyesadQ pauueld

sinoH 8unyesadQ panalyoy

SJ3SM 4O JaquinN
sanoey ‘leyor

Ajjoe4 eyeq @ouewaopad ysiH

SINOH |ewndQ JO Juddiad

SInoH |ewndo

sinoH 8unesadQ pauueld

sinoH 3unesadQ panaiydy

SJ3S( 4O JaquinN
N40M)aN s2oudids ASiau3]



uoneayisnf 198png euoissaisuo) £20¢ Ad

9§

Yoseasay Suiandwo) d113UdIdS PAJUBAPY/3IUBIDS

Jfp1s 110ddns 1ay30 pup sjpuoissafoid 1a3ndwod ‘siaautbua ‘SunidIUYIAY SaPN[aul (S314) uawAojdw 3 o1f1auaids 13y -

Sh+ SY6'T SP6'T 006°T
€+ 0ze 0z¢ LT
GT+ GeS GeS 0¢s
9T+ S9¢ S9¢ [543
TT+ G8 G8 ¥18
paeul TzZ0T Ad 1sanbay ¥D pazijenuuy paloeu3
sn 1sanbay €202 A4 €20C Ad 20T A4 T2Z0T Ad

Yaueasay Suipndwo) d1413uaIdS pasueApy

judwAojdwz a1413uads

:210N

(s314) 3uawAojdw3 o1y1nuais |erol

(s3.14) 3uswAojdw3 o1413UBIIS JBYIQO 4O JaquINN
(s314) s1uspnis a1enpedn Jo JaquinN

(s314) so1e1005SY |BJ03I0PISO 4O JAqUINN
(5314) sa‘yd wuauewuad Jo Jaquinn



17-SC-20, SC Exascale Computing Project

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Office of Science (SC) Exascale Computing Project (SC-ECP) is $63,000,000 of Total Estimated

Cost (TEC) funding and $14,000,000 of Other Project Costs (OPC) funding. The most recent DOE Order 413.3B approved
Critical Decision (CD) is CD-2/3 Approve Performance Baseline. The project achieved CD-2/3 on February 25, 2020. The Total
Project Cost (TPC) of the SC portion of ECP is $1,326,206,000 with the total combined SC and National Nuclear Security
Administration (NNSA) TPC of $1,812,300,000.

The FY 2017 Budget Request included funding to initiate research, development, and computer-system procurements to
deliver an exascale (108 operations per second) computing capability by the mid-2020s. This activity, referred to as the
Exascale Computing Initiative (ECI), is a partnership between SC and NNSA and addresses Department of Energy (DOE)
science and national security mission requirements.

Other activities included in the ECI but not the SC-ECP include $150,000,000 in FY 2023 to support the final acceptance of
the exascale system at the Argonne Leadership Computing Facility (ALCF). Procurement costs of exascale systems, which is
not included in the SC-ECP, are funded within the ASCR facility budgets in the outyears. This Project Data Sheet (PDS) is for
the SC-ECP only; prior-year activities related to the SC-ECP are also included.

Significant Changes
This project was initiated in FY 2017. The FY 2023 Request supports investments in the ECP technical focus areas—

application development, software technology and hardware and integration—to support the deployment of a capable
exascale software ecosystem and execution of applications’ challenge problems on the exascale systems delivered in
calendar year 2021 and 2022 to meet the project’s Key Performance Parameters (KPPs). The funding decrease reflects the
completion, in FY 2022, of the majority of the scaling necessary to move execution of the software from the smaller test
and development systems to the exascale systems.

Science/Advanced Scientific Computing Research/
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Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-4
Complete
Complete Complete
FY 2017 3QFY 2016 TBD TBD TBD TBD N/A TBD

FY 2018 7/28/16 2Q FY 2019 1/3/17 | 4QFY 2019 | 3QFY 2019 N/A 4Q FY 2023
FY 2019 7/28/16 2Q FY 2019 1/3/17 | 4QFY 2019 | 3QFY 2019 N/A 4Q FY 2023
FY 2020 7/28/16 2Q FY 2019 1/3/17 1Q FY 2020 | 3Q FY 2019 N/A 4Q FY 2023

FY 2021 7/28/16 3/22/16 1/3/17 2/25/20 6/6/19 N/A 4Q FY 2024
FY 2022 7/28/16 3/22/16 1/3/17 2/25/20 6/6/19 N/A 4Q FY 2024
FY 2023 7/28/16 3/22/16 1/3/17 2/25/20 6/6/19 N/A 4Q FY 2024

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range
Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)
CD-1 — Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)
CD-3 — Approve Start of Construction

D&D Complete — Completion of D&D work

CD-4 — Approve Start of Operations or Project Closeout

Performance
Fiscal Year Baseline CD-3A CD-3B
Validation

FY 2017 TBD TBD TBD

FY 2018 4Q FY 2019 1/3/17 4Q FY 2019
FY 2019 4Q FY 2019 1/3/17 4Q FY 2019
FY 2020 1Q FY 2020 1/3/17 1QFY 2020
FY 2021 1Q FY 2020 1/3/17 2/25/20
FY 2022 2/25/20 1/3/17 2/25/20
FY 2023 2/25/20 1/3/17 2/25/20

CD-3A — Approve Long Lead Time Procurements
CD-3B — Approve Remaining Construction Activities

Science/Advanced Scientific Computing Research/
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Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Con:;:ftf;tion TEC, Total Exc:pzcls &D OPC, Total TPC
FY 2017 — — — 311,894 311,894 311,894
FY 2018 — 390,000 390,000 763,524 763,524 1,153,524
FY 2019 — 426,735 426,735 807,230 807,230 1,233,965
FY 2020 — 426,735 426,735 829,650 829,650 1,256,385
FY 2021 — 507,680 507,680 818,526 818,526 1,326,206
FY 2022 — 700,843 700,843 625,363 625,363 1,326,206
FY 2023 — 700,843 700,843 625,363 625,363 1,326,206
Note:

- FY 2017 funding included in the above table does not include an estimate for TEC and should be considered TBD.

2. Project Scope and Justification

Scope

Four well-known challenges' are key to requirements and Mission Need of the SC-ECP. These challenges are:

Parallelism: Systems must exploit the extreme levels of parallelism that will be incorporated in an exascale-capable
computer;

Resilience: Systems must be resilient to permanent and transient faults;

Energy Consumption: System power requirements must be no greater than 20-30 MW; and

Memory and Storage Challenge: Memory and storage architectures must be able to access and store information at
anticipated computational rates.

The realization of an exascale-capable system that addresses parallelism, resilience, energy consumption, and
memory/storage involves tradeoffs among hardware (processors, memory, energy efficiency, reliability, interconnectivity);
software (programming models, scalability, data management, productivity); and algorithms. To address this, the scope of
the SC-ECP has three focus areas:

Hardware and Integration: The Hardware and Integration focus area supports U.S. HPC vendor-based research and the
integrated deployment of specific ECP application milestones and software products on targeted systems at computing
facilities, including the completion of PathForward projects transitioning to facility non-recurring engineering (where
appropriate), and the integration of software and applications on pre-exascale and exascale system resources at
facilities.

Software Technology: The Software Technology focus area spans low-level operational software to programming
environments for high-level applications software development, including the software infrastructure to support large
data management and data science for the DOE at exascale and will deliver a high quality, sustainable product suite.
Application Development: The Application Development focus area supports co-design activities between DOE mission
critical applications and the software and hardware technology focus areas to address the exascale challenges: extreme
parallelism, reliability and resiliency, deep hierarchies of hardware processors and memory, scaling to larger systems,
and data-intensive science. As a result of these efforts, a wide range of applications will be ready to effectively use the
exascale systems deployed in the 2021-2022 calendar year timeframe under the ECI.

v http://www.isgtw.org/feature/opinion-challenges-exascale-computing
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Justification

In 2015, the National Strategic Computing Initiative was established to maximize the benefits of HPC for U.S. economic
competitiveness, scientific discovery, and national security. Within that initiative DOE, represented by a partnership between
SC and NNSA, has the responsibility for executing a joint program focused on advanced simulation through an exascale—
capable computing program, which will emphasize sustained performance and analytic computing to advance DOE missions.
The objectives and the associated scientific challenges define a mission need for a computing capability of 2 — 10 ExaFLOPS (2
billion billion floating-point operations per second) in the early to mid-2020s. In FY 2017, SC initiated the SC-ECP within
Advanced Scientific Computing Research (ASCR) to support a large research and development (R&D) co-design project
between domain scientists, application and system software developers, and hardware vendors to develop an exascale
ecosystem as part of the ECI.

The SC-ECP is managed in accordance with the principles of DOE Order 413.3B, Program and Project Management for the
Acquisition of Capital Assets, which SC uses for the planning, design, and construction of all of its major projects, including
the LCFs at Argonne and Oak Ridge National Laboratories and the National Energy Research Scientific Computing Center at
Lawrence Berkeley National Laboratory. Computer acquisitions use a tailored version of Order 413.3B. The first four years
of SC-ECP were focused on research in software (new algorithms and methods to support application and system software
development) and hardware (node and system design), and these costs will be reported as Other Project Costs. During the
last three years of the project, activities will focus primarily on hardening the application and the system stack software,
and on additional hardware technology investments, and these costs will be included in the Total Estimated Costs for the
project.

Key Performance Parameters (KPPs)

The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The Objective KPPs
represent the desired project performance. Achievement of the Threshold KPPs will be a prerequisite for approval of CD-4,
Project Completion.

Performance Measure Threshold Objective

Exascale performance improvements 50 percent of selected applications 100 percent of selected applications
for mission-critical challenge problems | achieve Figure of Merit improvement  achieve their KPP-1 stretch goal
greater than or equal to 50x

Broaden exascale science and mission : 50 percent of the selected applications : 100 percent of selected applications

capability can execute their challenge problem can execute their challenge problem
stretch goal
Productive and sustainable software 50 percent of the weighed impact goals : 100 percent of the weighted impact
ecosystem are met goals are met
Enrich the HPC Hardware Ecosystem Vendors meet 80 percent of all the Vendors meet 100 percent of all the
PathForward milestones PathForward milestones

V' This KPP assesses the successful creation of new exascale science and mission capability. An exascale challenge problem is defined for every scientific
application in the project. The challenge problem is reviewed annually to ensure it remains both scientifically impactful to the nation and requires
exascale-level resources to execute.
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Construction (TEC)
FY 2019 187,696 187,696 -
FY 2020 174,735 174,735 105,440
FY 2021 160,412 160,412 157,752
FY 2022 115,000 115,000 226,492
FY 2023 63,000 63,000 194,859
Outyears - - 16,300
Total, Construction (TEC) 700,843 700,843 700,843
Total Estimated Cost (TEC)
FY 2019 187,696 187,696 -
FY 2020 174,735 174,735 105,440
FY 2021 160,412 160,412 157,752
FY 2022 115,000 115,000 226,492
FY 2023 63,000 63,000 194,859
Outyears - - 16,300
Total, TEC 700,843 700,843 700,843
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2016 146,820 146,820 5,741
FY 2017 164,000 164,000 83,698
FY 2018 205,000 205,000 170,898
FY 2019 45,010 45,010 220,565
FY 2020 14,000 14,000 93,203
FY 2021 8,533 8,533 9,815
FY 2022 14,000 14,000 9,009
FY 2023 14,000 14,000 17,733
Outyears 14,000 14,000 14,701
Total, OPC 625,363 625,363 625,363
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2016 146,820 146,820 5,741
FY 2017 164,000 164,000 83,698
FY 2018 205,000 205,000 170,898
FY 2019 232,706 232,706 220,565
FY 2020 188,735 188,735 198,643
FY 2021 168,945 168,945 167,567
FY 2022 129,000 129,000 235,501
FY 2023 77,000 77,000 212,592
Outyears 14,000 14,000 31,001
Total, TPC 1,326,206 1,326,206 1,326,206
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4. Details of Project Cost Estimate

The SC-ECP was baselined at CD-2. The Total Project Cost for the SC-ECP is represented in the table below.

(dollars in thousands)

Current Total Previous Total Or.lgmal
. . Validated
Estimate Estimate .
Baseline

Total Estimated Cost (TEC)

Application Development 347,349 347,289 346,360

(TEC)

Production Ready Software 228,356 228,472 217,290

Hardware Partnership 125,138 125,082 131,726

Total, Other (TEC) 700,843 700,843 695,376

Total, TEC 700,843 700,843 695,376
Contingency, TEC N/A N/A N/A
Other Project Cost (OPC)

Planning Project 89,689 89,688 89,688

Management

Application Development 221,050 221,050 221,050

(OPC)

Software Research 118,517 118,517 118,517

Hardware Research 196,107 196,108 201,575

Total, Except D&D (OPC) 625,363 625,363 630,830

Total, OPC 625,363 625,363 630,830
Contingency, OPC N/A N/A N/A
Total, TPC 1,326,206 1,326,206 1,326,206
Total, Contingency
(TEC+OPC) W WU oz
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year Type ::;: FY 2021 FY 2022 FY 2023 Outyears Total
FY 2017 OPC 311,894 — — - — 311,894
TPC 311,894 — — — — 311,894
TEC — — — — 390,000 390,000
FY 2018 OPC 518,524 — — — 245,000 763,524
TPC 518,524 — — — 635,000 1,153,524
TEC — - - - 426,735 426,735
FY 2019 OPC 751,230 — — — 56,000 807,230
TPC 751,230 — — — 482,735| 1,233,965
TEC 174,735 — — — 252,000 426,735
FY 2020 OPC 773,650 — — — 56,000 829,650
TPC 948,385 — — — 308,000 1,256,385
TEC 174,735 154,945 - — 178,000 507,680
FY 2021 OPC 762,526 14,000 — — 42,000 818,526
TPC 937,261 168,945 — — 220,000 1,326,206
TEC 362,431 160,412 115,000 — 63,000 700,843
FY 2022 OPC 574,830 8,533 14,000 — 28,000 625,363
TPC 937,261 168,945 129,000 — 91,000| 1,326,206
TEC 362,431 160,412 115,000 63,000 — 700,843
FY 2023 OPC 574,830 8,533 14,000 14,000 14,000 625,363
TPC 937,261 168,945 129,000 77,000 14,000 1,326,206
Note:

- FY 2017 funding included in the above table does not include estimate for TEC and should be considered TBD.
6. Related Operations and Maintenance Funding Requirements

System procurement activities for the exascale-capable computers are not part of the SC-ECP. The exascale-capable
computers will become part of existing facilities and operations and maintenance funds, and will be included in the ASCR
facilities’ operations or research program’s budget. A Baseline Change Proposal (BCP) was executed in March 2018 to
reflect this change. In the FY 2023 Budget Request, $150,000,000 is included in the ALCF to complete final acceptance for
the system delivered in FY 2022. These funds are included in ECI but not in SC-ECP.

Start of Operation or Beneficial Occupancy FY 2022
Expected Useful Life 7 years
Expected Future Start of D&D of this capital asset 2029
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7. D&D Information

N/A, no construction.

8. Acquisition Approach

The early years of the SC-ECP, approximately four years in duration, supported R&D directed at achieving system

performance targets for parallelism, resilience, energy consumption, and memory and storage. The second phase of
approximately three years duration will support finalizing applications and system software.
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Basic Energy Sciences

Overview

The mission of the Basic Energy Sciences (BES) program is to support fundamental research to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and molecular levels. BES research provides the foundations
to develop new clean energy technologies, to mitigate the climate and environmental impacts of energy generation/use,
and to support DOE missions in energy, environment, and national security. BES accomplishes its mission through
excellence in scientific discovery in the energy sciences, and through stewardship of world-class scientific user facilities that
enable cutting-edge research and development.

The research disciplines that BES supports—condensed matter and materials physics, chemistry, geosciences, and aspects
of biosciences—touch virtually every important aspect of energy resources, production, conversion, transmission, storage,
efficiency, and waste mitigation, providing a knowledge base for achieving a secure and sustainable clean energy future.
The Basic Energy Sciences Advisory Committee (BESAC) report, “A Remarkable Return on Investment in Fundamental
Research,”" provides key examples of major technological, commercial, and national security impacts, including clean
energy technologies, directly traceable to BES-supported basic research. This mission-relevance of BES research results
from a long-standing established strategic planning process, which encompasses BESAC reports, topical in-depth
community workshops and reports, and rigorous program reviews.

BES scientific user facilities consist of a complementary set of intense x-ray sources, neutron sources, and research centers
for nanoscale science. Capabilities at BES facilities probe materials and chemical systems with ultrahigh spatial, temporal,
and energy resolutions to investigate the critical functions of matter—transport, reactivity, fields, excitations, and motion
—to answer some of the most challenging science questions and to provide insights on the scientific basis for energy
technologies. The above noted BESAC report recounts the central role of these shared resources as a key to U.S. scientific
and industrial leadership. In response to the COVID pandemic, BES facilities were at the forefront of the research efforts to
understand the virus and to provide therapeutics to combat it. BES has a long history of delivering major construction
projects on time and on budget, and of providing reliable availability and support to users for operating facilities. This
record of accomplishment begins with rigorous community-based processes for conceptualization, planning, and execution
in construction of facilities that continues in performance assessment for operating facilities.

Key to exploiting scientific discoveries for future clean energy systems is the ability to create new materials using
sophisticated synthesis and processing techniques, to precisely define the atomic arrangements in matter, and to design
chemical processes, which will enable control of physical and chemical transformations and conversions of energy from one
form to another. Materials will need to be more functional than today’s energy materials, and new chemical processes will
require ever-increasing control at the level of electronic structure and dynamics. These advances are not found in nature;
rather they must be designed and fabricated to exacting standards using principles revealed by basic science. Today, BES-
supported activities are entering a new era in which materials can be built with atom-by-atom precision, chemical
processes at the molecular scale can be controlled with increasing accuracy, and computational models can predict the
behavior of materials and chemical processes before they have been experimentally realized. Collectively, these new tools
and capabilities convey a significant strategic advantage for the Nation to advance the scientific frontiers while laying the
foundation for future clean energy innovations and economic prosperity.

“ https://science.osti.gov/~/media/bes/pdf/BESat40/BES_at_40.pdf
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Highlights of the FY 2023 Request

The BES FY 2023 Request of $2,420.4 million is an increase of $175.4 million, or 7.8 percent, above the FY 2021 Enacted
level. The Request focuses resources on the highest priorities in early-stage fundamental research, in operation and
maintenance of scientific user facilities, and in facility upgrades.

Key elements in the FY 2023 Request are summarized below.

Research

The Request supports for a new research modality of Energy Earthshot Research Centers, which will work toward the
stretch goals of the DOE Energy Earthshots and will provide a solid bridge between SC and the DOE energy technology
offices. The Request continues funding for the Energy Frontier Research Centers (EFRCs), supports the Batteries and Energy
Storage Energy Innovation Hub recompetition, and continues the Fuels from Sunlight Hub awards and the National
Quantum Information Science (QIS) Research Centers (NQISRCs). In part through increased funding for the Established
Program to Stimulate Competitive Research (EPSCoR), the Reaching a New Energy Sciences Workforce (RENEW) initiative,
and the new Funding for Accelerated, Inclusive Research (FAIR) initiative, BES will build stronger programs with
underrepresented institutions and regions, including investing in a more diverse and inclusive workforce in order to address
environmental justice issues.

Core research priorities in the FY 2023 Request include:

= (Clean Energy: BES will continue to support clean energy research that leads to reduced impacts from climate change.

The United States and the world face profound challenges due to climate change with a narrow window of opportunity

to pursue action to avoid the most catastrophic impacts. As part of the Department’s efforts to prioritize R&D

investments that advance understanding of climate change and the development of mitigation and adaptation

solutions, BES will increase research to provide understanding and foundations for clean energy, with investments
across the entire portfolio to accelerate innovation to reduce impacts resulting from climate change while advancing
clean energy technologies and infrastructure. A few examples:

e Direct air capture of carbon dioxide: Designing high-selectivity, high-capacity, and high-throughput chemical
separations and materials;

e Hydrogen, Solar: Foundational science to enable carbon-neutral processes for the production, storage, and use of
hydrogen in energy and industrial applications; improved conversion of solar energy to useful energy and fuels,
such as hydrogen by water splitting; and

e Energy Storage: New materials and chemistries for next-generation electrical and thermal energy storage.

= SC Energy Earthshots Initiative: In addition to core clean energy research, this initiative includes support for Energy
Earthshot Research Centers (EERCs), a new research modality. Engaging both SC and the energy technology offices,
EERCs will address key research challenges at the interface between currently supported basic research and applied
research and development activities, to bridge the R&D gap. These challenges are vital to realizing the stretch goals of
the DOE Energy Earthshots.

= (Critical Materials/Minerals: Critical materials and minerals, including rare earth and platinum-group elements, are vital
to the Nation’s security and economic prosperity, as well as applications for clean energy and energy storage. In BES,
the Request continues support for research to advance our understanding of fundamental properties of these
materials, to identify methodologies to reduce their use and to discover substitutes, and to enhance extraction,
chemical processing and separation science for rare earths and platinum-group elements.

= Fundamental Science to Transform Advanced Manufacturing: BES increases investments in fundamental science
underpinning advanced manufacturing, partnering across SC, with thrusts in circular, clean, low-carbon, and scalable
synthesis and processing; transformational operando characterization; multiscale models and tools; and co-design of
materials, processes, and products for functionality and use. Research continues on transformative chemistry,
materials, and biology for next-generation industries and next-generation tools for elucidating relevant mechanisms for
these processes.
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Microelectronics: Also related to Advanced Manufacturing, BES continues its investment in microelectronics with a
focus on materials, chemistry, and fundamental device science. BES partners with SC programs to continue support for
multi-disciplinary microelectronics research to accelerate the advancement of microelectronic technologies in a co-
design innovation ecosystem in which materials, chemistries, devices, systems, architectures, algorithms, and software
are developed in a closely integrated fashion.

Artificial Intelligence and Machine Learning (Al/ML): The Request increases investments in data science and Al/ML to
accelerate fundamental research for the discovery of new chemical mechanisms and material systems with exceptional
properties and function and to apply these techniques for effective user facility operations and interpretation of
massive data sets.

Exascale Computing Initiative (ECI): The Request continues support for computational materials and chemical sciences
to deliver shared software infrastructure to the research communities as part of the Exascale Computing Initiative.
Advanced Computing: Partnering with ASCR, BES invests in cost-effective computational, networking, and storage
capabilities to transform the national laboratories into an integrated open innovation ecosystem of capabilities,
facilities, instruments, and expertise connected via advanced networks and enabling software.

Biopreparedness Research Virtual Environment (BRaVE): In support of the activity, which brings DOE laboratories
together to tackle problems of pressing national importance, BES research will continue developing and expanding
capabilities at user facilities for responsiveness to biological threats and development of advanced instrumentation and
expertise to address these research challenges.

Quantum Information Science (QIS): In support of the National Quantum Initiative, NQISRCs established in FY 2020
constitute an interdisciplinary partnership among SC programs. This partnership complements a robust core research
portfolio stewarded by the individual SC programs to create the ecosystem across universities, national laboratories,
and industry that is needed to advance developments in QIS and related technology.

Accelerator Science and Technology Initiative: Accelerator R&D is a core capability, which SC stewards for the Nation.
Continued support for this initiative will allow the U.S. to continue to provide the world’s most comprehensive and
advanced accelerator-based facilities for scientific research, and to continue to attract and train the workforce needed
to design and operate these facilities.

Reaching a New Energy Sciences Workforce (RENEW): BES increases support for the SC-wide RENEW initiative that
leverages SC’s world-unique national laboratories, user facilities, and other research infrastructures to provide
undergraduate and graduate training opportunities for students and academic institutions not currently well
represented in the U.S. S&T ecosystem.

Funding for Accelerated, Inclusive Research (FAIR): The FAIR initiative will provide focused investment on enhancing
research on clean energy, climate, and related topics at minority serving institutions, including attention to
underserved and environmental justice regions. The activities will improve the capability of MSIs to perform and
propose competitive research and will build beneficial relationships between MSIs and DOE national laboratories and
facilities.

Accelerate Innovation in Emerging Technologies: The Accelerate initiative will support scientific research to accelerate
the transition of science advances to energy technologies. The goal is to drive scientific discovery to sustainable
production of new technologies across the innovation continuum, to provide experiences in working across this
continuum for the workforce needed for industries of the future, and to meet the nation’s needs for abundant clean
energy, a sustainable environment, and national security.

Facility Operations
In the Scientific User Facilities subprogram, BES maintains a balanced suite of complementary tools. The Advanced Light

Source (ALS), Advanced Photon Source (APS), National Synchrotron Light Source-Il (NSLS-11), Stanford Synchrotron Radiation

Lightsource (SSRL), and Linac Coherent Light Source (LCLS) will continue operations and are supported at approximately 90
percent of optimum, the funding level required for normal operations based on a 2018 baseline. Both BES-supported
neutron sources, the Spallation Neutron Source (SNS) and the High Flux Isotope Reactor (HFIR), will be operational in
FY 2023 and funded at approximately 90 percent of optimum. The Request provides funding for the five Nanoscale Science
Research Centers (NSRCs) at approximately 90 percent of optimal.
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Projects

The Request provides continuing support for the Advanced Photon Source Upgrade (APS-U), Advanced Light Source
Upgrade (ALS-U), Linac Coherent Light Source-Il High Energy (LCLS-II-HE), Proton Power Upgrade (PPU), Second Target
Station (STS), and Cryomodule Repair and Maintenance Facility (CRMF) projects. The FY 2023 Request also continues two
Major Item of Equipment projects: NSLS-Il Experimental Tools-Il (NEXT-11) and NSRC Recapitalization. Finally, the Request
provides Other Project Costs (OPC) to begin planning for the NSLS-Il Experimental Tools-Ill (NEXT-III) and High Flux Isotope
Reactor Pressure Vessel Replacement (HFIR-PVR) projects.
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Basic and Applied R&D Coordination

As a program that supports fundamental scientific research relevant to many DOE mission areas, BES strives to build and
maintain close connections with other DOE program offices. BES coordinates with DOE R&D programs through a variety of
Departmental activities, including joint participation in research workshops, strategic planning activities, solicitation
development, and program review meetings, as elaborated below. BES also coordinates with DOE technology offices in the
Small Business Innovation Research (SBIR) and Small Business Technology Transfer (STTR) program, including topical area
planning, solicitations, reviews, and award recommendations.

BES has robust interactions with DOE technology offices through formal and informal coordination activities. Formal
coordination includes the Science and Energy Technology Teams (SETTs) that draw on expertise and capabilities stewarded
by multiple DOE offices to address forefront energy challenges. For example, BES participates in the Hydrogen SETT,
engaging in activities to advance the Hydrogen Energy Earthshot (launched in 2021) aimed at accelerating breakthroughs of
more abundant, affordable, and reliable clean energy solutions within the decade.* BES also contributes to the Carbon
Dioxide Removal SETT and the Carbon Negative Earthshot to address the challenge of long-term removal of carbon dioxide
from the atmosphere using a variety of approaches including direct air capture, and the Energy Storage SETT and Long
Duration Storage Earthshot to accelerate the development, commercialization, and utilization of next-generation energy
storage technologies. BES is also participating in planning for additional Earthshots and crosscutting energy technology
areas. In the FY 2023 Request, BES participates in the new SC Energy Earthshots initiative, including the new research
modality of Energy Earthshot Research Centers. These Centers will be jointly planned by SC and the DOE energy technology
offices, to work toward the stretch goals of the Earthshots by addressing key research challenges at the interface between
currently supported basic research and applied research and development activities. Historically, co-siting of research by
BES and DOE energy technology programs at the same institutions has proven to be a valuable approach to facilitate close
integration of basic and applied research. In these cases, teams of researchers benefit by sharing expertise and knowledge
of research breakthroughs and program needs. The DOE national laboratory system plays a crucial role in achieving this
integration of basic and applied research.

Informal coordination includes participation of BES program managers in regularly scheduled intra-departmental meetings
for information exchange and coordination on solicitations, program reviews, and project selections. These interactions
cover a broad range of topics including biofuels derived from biomass; solar energy utilization, including solar fuels; critical
minerals/materials; advanced nuclear energy systems; vehicle technologies; biotechnology; and fundamental science to
transform advanced manufacturing and industrial processes. These activities facilitate cooperation and coordination
between BES and the DOE energy technology offices and defense programs. Additionally, DOE technology office personnel
participate in reviews of BES research, and BES personnel participate in reviews of research funded by the technology
offices.

Program Accomplishments

Mastering energy efficiency for clean energy processes in electricity, fuels, storage, and carbon capture.

The clean energy future requires efficient processes for energy generation, energy storage, and decarbonization. Recent

research has made important steps that can lead to a wide range of efficient technologies.

= Photoinduced charge transfer plays a central role in conversion of light energy into electricity and fuels. Researchers
used femtosecond time-resolved X-ray photoemission spectroscopy on an organic system to discover a new
mechanism that produces charge carriers from excitations by low-energy photons. This provides new options to
efficiently harness light energy for photovoltaic or solar fuels applications.

= Electrochemical processes provide energy-efficient approaches to split water into hydrogen, a carbon-neutral fuel, and
oxygen. Platinum group elements—critical elements with limited domestic supply—are commonly used as catalysts to
speed up the rate of hydrogen production. Scientists demonstrated that earth-abundant elements can be incorporated
in metal-organic frameworks, a porous material, to tune their electrocatalytic properties and yield rates of hydrogen
production comparable to those with platinum group elements.

= The stability of interfaces is critical to the performance of many energy storage systems. Cryogenic electron microscopy
and cryogenic focused ion beam enabled the characterization of the interface between Li metal and lithium

X https://www.energy.gov/eere/fuelcells/hydrogen-shot.
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phosphorous oxynitride. The structural and chemical information leads to a robust understanding of the stability of
these interfaces and can be extended to study other solid-solid interfaces.

= The ocean contains a lot of carbon dioxide as bicarbonate ions that increases as CO, in the air increases. The higher CO,
concentration in the ocean provides an opportunity for easier CO, capture. Scientists recently demonstrated that
electrochemical CO, capture from ocean water at 70 percent efficiency can be efficiently directly coupled with chemical
conversion to CO with 95 percent Faradaic efficiency.

Sustainable, low-carbon, and scalable approaches to transform manufacturing.

The key chemicals and materials of the clean energy future must be produced, synthesized, and extracted by efficient,

scalable methods that are sustainable over time in an environmentally sensitive way. Researchers have made significant

progress with ammonia production, upcycling of plastics, synthesis science, and extraction of rare earths.

= Nitrogenase enzymes catalyze the conversion of nitrogen and water to ammonia at ambient conditions. In contrast,
multistep industrial processes produce ammonia from nitrogen and fossil feedstocks at elevated temperatures and
pressures. Researchers coupled the enzyme to an inorganic component that controlled electron transfer, allowing
greater insight into the catalytic mechanism. The study demonstrated that hydrogen and ammonia production
compete and provided mechanistic insight for development of new catalysts and bio-inorganic hybrids for low-carbon
ammonia production.

= Researchers have developed energy-efficient approaches to convert polymers, the primary components of plastics, into
valuable products that give a second life to single-use plastics. In one approach, the mechanistic understanding allowed
tuning of a dual catalyst to promote low-temperature (under 250°C) conversion of polyethylene to fuels with few
byproducts. In another approach, earth-abundant zirconium catalysts coupled with an aluminum reactant allowed
conversion of polymers to fatty alcohols that can be used as surfactants.

=  Real-time observations and computational modeling of the synthesis of solid-state ceramics yielded a new, simplified
model to precisely guide and accelerate this process. Solid-state ceramics are critical for clean energy technologies such
as solar cells and batteries, but their preparation is extremely slow and problematic because the process passes
through many intermediate states. This computational model explains how to control and accelerate the multistep
process and enabled formation of a classic superconducting ceramic 25 times faster than the traditional approach.

= Rare-earth elements—critical materials for modern technology—are difficult to separate from each other because they
have similar chemical properties. Scientists have demonstrated an electrochemical approach that forces some of the
elements into different oxidation states, making separation possible by means of specially designed extractant
molecules. The typical multistep process is reduced to a cleaner, more energy-efficient and scalable single step.

= (Crystals made from colloids are valuable in a wide range of applications such as batteries, sensors, and solar cells, but
making these crystals with desired properties is quite challenging. A new, robust approach for directing assembly of
crystals with desired geometry and properties avoids costly and complex chemical surface engineering and allows
tuning properties for new uses. This new method creates precise regions of discrete chemical and physical properties
on the surface of particles followed by selective interactions to correctly direct crystal formation.

Materials and chemical sciences enable advances in quantum-based science and technology, and quantum computing

enables advances in materials and chemical sciences.

Recent research underscores the two-way relationship between BES-supported science domains and quantum information

science. Advances span the areas of molecules for gate operations, understanding of correlated quantum errors, particles

for logical operations, and efficient energy computations.

=  Scientists studying photovoltaics for light harvesting in molecular crystals uncovered design principles for the light-
driven generation and manipulation of long-lived, correlated spin states. A combination of predictive modeling of
excited state dynamics, targeted chemical synthesis of molecular systems, and sophisticated time-resolved
spectroscopy enabled the discovery of coupled molecules with spin entangled pair states, which could serve as the
basis of molecular platforms to perform optically initialized gate operations in quantum information systems operating
at room temperature.

= The central challenge in building a quantum computer is error correction. Currently error correction relies on the
assumption that errors are not correlated between different quantum bits (or qubits) in the system. Experimental and
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modeling research has revealed the existence of correlated errors in multi-qubit superconducting circuits. The data are
compatible with absorption in the qubit substrate of cosmic ray muons and gamma rays, giving rise to correlated
charge fluctuations in neighboring qubits. These results have major implications for proposed fault tolerant quantum
computing and will inform the design of robust next-generation superconducting qubit arrays.

= Researchers have established new experimental evidence of quantum objects called "anyons" that arise from the
collective behavior of electrons in two dimensions and were first predicted decades ago. It is also anticipated that a
many-anyon system can serve as the basis for quantum computing. Unlike for more well-known particles, moving
anyons around each other in solids causes them to acquire a phase factor that can be used to perform logical gate
operations on a qubit. As researchers moved anyons in their experimental system they directly observed the expected
phase change.

= Quantum computing techniques provide a means to address insurmountable computational barriers for simulating
quantum systems on classical computers. Unfortunately, as the number of quantum circuits increases for progressively
larger calculations, the opportunity for error also increases. Researchers have demonstrated a mathematical concept
known as “connected moments” to compute the total energy of a molecular system using fewer quantum circuits,
allowing the equivalent of a full-scale quantum calculation with more modest resources, while also reducing errors.

Confronted by the COVID-19 pandemic, BES user facilities shifted to remote access and conducted research that was

instrumental in combating the disease.

BES light sources, neutron sources, and Nanoscale Science Research Centers adapted quickly to changed modes of

operation and made key contributions to understanding of the virus, development of vaccines and therapeutics, and

fabrication of vital materials.

= User facilities rapidly shifted to remote access and mail-in of material samples in March 2020 to support critical
research, mostly devoted to combating the pandemic. Representative topical areas included macromolecular
crystallography to study atomic-scale interactions of viral proteins with drug candidates and human proteins, solution
state analysis of large and transient macromolecular assemblies, observation of cellular infection, and characterization
of respirator filter materials to aid manufacturing.

= More than 700 unique users from more than 125 groups (including most major Pharma companies), using
approximately 55 different beamlines at BES light sources and neutron sources, determined more than 450 structures
of SARS-CoV-2 proteins with or without potential antivirals or antibodies, leading to more than 80 peer-reviewed
publications as of August 2021.

= Adecade of studies at APS and SSRL on spike proteins were key to the rapid development and effectiveness of all three
SARS-CoV-2 vaccines currently in use in the United States. Furthermore, Pfizer scientists used NSLS-II to research
certain structural properties of their vaccine.

= |nterms of drug discovery, ALS protein crystallography capabilities supported a large collaboration led by the University
of Washington and VIR Biotechnology, which has developed a COVID-19 therapeutic, Sotrovimab, that recently
received FDA Emergency Use Authorization. Glaxo-Smith-Kline is now a major ALS partner as the drug approaches
commercialization. More candidate drugs developed through research at BES light sources are in clinical trials.

= The Nanoscale Science Research Centers supported research to understand the virus and develop novel detection
methods (fast, nanotechnology-based portable diagnostics sensors), synthesize custom nanoparticles for vaccine
encapsulation and delivery, improve effectiveness of personal protective equipment (masks, nanoparticle-based
antiviral coatings), and develop epidemiological models to predict virus spread.

BES user facilities maintain and enhance their leadership at the cutting edge of research.

From Nobel Prize discoveries to development of new capabilities to engagement of young scientists, BES user facilities

stand at the forefront of cutting-edge science.

= The hard x-ray protein crystallography beam lines in ALS Sector 8 contributed strongly to Jennifer Doudna’s 2020
Chemistry Nobel Prize-winning discovery of how a protein, known as CRISPR-Cas9, protects bacteria from viral
infections. Her lab’s structural biology research at ALS enabled fundamental understanding of the molecular basis for
the ways in which RNA molecules affect the flow of genetic information in cells.
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= The X-ray laser-enhanced attosecond pulse generation (XLEAP) system at LCLS has been upgraded to deliver isolated
attosecond (billionths of a billionth of a second) pulses with unprecedented bandwidth to several user experiments.
Fulfilling the important goal of time-resolved pump/probe experiments, two-color (frequency) sub-femtosecond
(millionth of a billionth of a second) pulses, with sub-femtosecond timing control, were successfully delivered to users.

= The new generation of storage rings and high-repetition-rate free electron lasers requires unprecedented accuracy of
optical elements, in order to preserve the ultra-high brightness and coherent flux that these sources will produce.
Water-cooled solutions have reached the end of their development potential, and so cryo-optics are the logical next
step forward. New cryo-optics experiments being carried out at the BES scientific user facilities are expected to be a
mainstay of all high-power coherent beamlines in the future.

= A data science algorithm was developed to model the charge distribution in pixeled X-ray sensors. The model will
achieve ultimate X-ray coordinate resolution and will enable the NSLS-II Soft Inelastic Scattering beamline to reach its
best possible energy resolution. Undergraduate students from Alaska to the local area contributed to the project under
the Science Undergraduate Laboratory Internships program, which encourages undergraduates and recent graduates

to pursue science, technology, engineering, and mathematics careers by providing research experiences at the DOE
laboratories.
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Basic Energy Sciences
Materials Sciences and Engineering

Description

Materials are critical to nearly every aspect of energy generation and end-use. Materials limitations are often a significant
barrier to improved energy efficiencies, longer lifetimes of infrastructure and devices, or the introduction of new clean
energy technologies. The Basic Energy Sciences Advisory Committee (BESAC) report on transformative opportunities for
discovery science, coupled with the Basic Research Needs workshop reports on energy technologies and roundtable
reports, provide further documentation of the importance of materials sciences in forefront research for next-generation
scientific and technological advances. The Materials Sciences and Engineering subprogram supports research to provide the
fundamental understanding and control of materials synthesis, behavior, and performance that will enable solutions to
wide-ranging clean energy generation and end-use challenges as well as opening new directions that are not foreseen
based on existing knowledge. The research explores the origin of macroscopic material behaviors; their fundamental
connections to atomic, molecular, and electronic structures; and their evolution as materials move from nanoscale building
blocks to mesoscale systems. At the core of the subprogram is experimental, theoretical, computational, and
instrumentation research that will enable the predictive design and discovery of new materials with novel structures,
functions, and properties.

To accomplish these goals, the portfolio includes three integrated research activities:

=  Scattering and Instrumentation Sciences Research—Advancing science using new tools and techniques to characterize
materials structure and dynamics across multiple length and time scales, including ultrafast science, and to correlate
this data with materials performance under real world and extreme conditions.

=  Condensed Matter and Materials Physics Research—Understanding the foundations of material functionality and
behavior including electronic, thermal, optical, mechanical, and rare-earth properties, the impact of extreme
environments, and materials whose properties arise from the effects of quantum mechanics.

= Materials Discovery, Design, and Synthesis Research—Developing the knowledge base and synthesis strategies to
design and precisely assemble structures to control properties and enable discovery of new materials with
unprecedented functionalities, including approaches learned from biological systems, that limit the use of rare earth
and other critical materials, and that enable more effective polymer chemistries.

The Request continues the highest-priority fundamental research that supports the DOE mission, including research that
will advance the foundational knowledge necessary to accelerate innovation to reduce impacts resulting from climate
change while advancing clean energy technologies and infrastructure. The portfolio emphasizes understanding of how to
direct and control energy flow in materials systems over multiple time (femtoseconds to seconds) and length (nanoscale to
mesoscale and beyond) scales, and translation of this understanding to prediction of material behavior, transformations,
and processes in challenging real-world systems. This will establish a foundational knowledge base for future advanced,
clean energy technologies and advanced manufacturing processes, including extremes in temperature, pressure, stress,
photon and radiation flux, electromagnetic fields, and chemical exposures. To maintain leadership in materials discovery,
the research supported by this subprogram explores new frontiers of emergent materials behavior; utilization of nanoscale
control; and materials systems that are metastable or far from equilibrium. This research includes investigation of the
interfaces between physical, chemical, and biological sciences to explore new approaches to novel materials design and
advanced manufacturing, including understanding to enable polymer upcycling to higher-value molecular systems. In clean
energy-related research, there is a growing emphasis on carbon dioxide removal, including direct capture of carbon dioxide
from the air. Other topics in clean energy include a focus on low-carbon hydrogen research and long-duration energy
storage. Also, critical materials and minerals research will provide foundational knowledge to enable secure and sustainable
supply chains for key clean energy technologies.

Research activities in quantum materials highlight the importance and challenges for materials science in understanding
and guiding the development of systems that realize unique properties for quantum information science (QIS). Materials
science for microelectronics will provide the needed advances for future computing, sensors, detectors, and
communication that are critical for national priorities in clean energy and for leadership in advanced research over a wide
range of fields. An increasingly important aspect of materials research is the use of data science techniques to enhance the
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utility of both theoretical and experimental data for predictive design and discovery of materials. As an essential element of
this research, this subprogram supports the development of advanced characterization tools, instruments, and techniques
that can assess a wide range of space and time scales, especially in combination and under dynamic operando conditions to
analyze non-equilibrium materials, conditions, and excited-state phenomena.

In addition to a diverse portfolio of single-investigator and small-group research projects, this subprogram supports
Computational Materials Sciences, Energy Frontier Research Centers (EFRCs), the Batteries and Energy Storage Hub, SC
National Quantum Information Science Research Centers (NQISRCs), in partnership with other SC programs, and, new in

FY 2023, Energy Earthshot Research Centers (in partnership with Advanced Scientific Computing Research (ASCR) and
Biological and Environmental Research (BER) and with DOE energy technology offices). These research modalities support
multi-investigator, multi-disciplinary research focused on forefront scientific challenges in support of the DOE clean energy
mission. This subprogram also includes the DOE Established Program to Stimulate Competitive Research (EPSCoR). The DOE
EPSCoR program will strengthen investments in early-stage clean energy and climate research for U.S. states and territories
that do not historically have large federally-supported academic research programs, expanding DOE research opportunities
to a broad and diverse scientific community. This subprogram also supports the Reaching a New Energy Sciences Workforce
(RENEW) initiative to provide undergraduate and graduate training opportunities for students and academic institutions not
currently well represented in the U.S. S&T ecosystem, such as Minority Serving Institutions (MSls), individuals from groups
historically underrepresented in STEM, and students from communities disproportionately affected by social, economic,
and health burdens of the energy system and from EPSCoR jurisdictions.

Scattering and Instrumentation Sciences Research

Advanced characterization tools with very high precision in space and time are essential to understand, predict, and
ultimately control matter and energy at the electronic, atomic, and nanoscale levels. Research in Scattering and
Instrumentation Science supports innovative techniques and instrumentation development for advanced materials science
research with scattering, spectroscopy, and imaging using electrons, neutrons, and x-rays, including development of science
to understand ultrafast dynamics. These techniques provide precise and complementary information about the relationship
among structure, dynamics, and properties, generating scientific knowledge that is foundational to the BES mission. The
major advances in materials sciences from DOE’s world-leading electron, neutron, and x-ray scattering facilities provide
continuing evidence of the importance of this research field. In addition, the BESAC report on transformative opportunities
for discovery science identified imaging as one of the pillars for future transformational advances. The use of multimodal
platforms to reveal the most critical features of a material has been a finding in several of the Basic Research Needs reports.
These tools and techniques are also critical in advancing understanding and discovery of novel quantum materials, including
materials for next-generation systems to advance QIS and support the work of NQISRCs. This program is focused on open
questions in materials science and physics, but these characterization tools are broadly applicable to other fields including
chemistry, biology, and geoscience, and can be a key component in preparedness for biological threats.

The unique interactions of electrons, neutrons, and x-rays with matter enable a range of complementary tools with
different sensitivities and resolution for the characterization of materials at length- and time-scales spanning many orders
of magnitude. A distinct aspect of this activity is the development of innovative instrumentation and techniques for
scattering, spectroscopy, and imaging needed to link the microscopic and macroscopic properties of energy materials.
Included is the use of cryogenic environments to evaluate properties only occurring at these temperatures and to learn
about processes and interfaces in materials that are damaged by the probes used to characterize them. The use of
multiscale and multimodal techniques to extract heretofore unattainable information on multiple length and time scales is
a growing aspect of this research, as is the development and application of cryogenic electron microscopy for challenges in
physical sciences. For example, to aid in the design of transformational new materials for clean energy technologies such as
batteries, operando experiments contribute to understanding the atomic and nanoscale changes that lead to materials
failure in non-equilibrium and extreme environments (temperature, pressure, stress, radiation, magnetic fields, and
electrochemical potentials). Advances in cryogenic microscopy will support the BRaVE initiative since this instrumentation is
heavily used to characterize biological threats. Information from these characterization tools is the foundation for the
creation of new materials that have extraordinary tolerance and can function in extreme environments without property
degradation. This activity supports the Accelerate initiative, which will support scientific research to accelerate the
transition of science advances to energy technologies and the Funding for Accelerated, Inclusive Research (FAIR) initiative
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which will provide focused investment on enhancing research on clean energy, climate, and related topics at minority
serving institutions, including attention to underserved and environmental justice communities.

Condensed Matter and Materials Physics Research

This activity supports fundamental experimental and theoretical research to discover, understand, and control novel
phenomena in solid materials, generating scientific knowledge that is foundational to the BES mission. These electronic,
magnetic, optical, thermal, and structural materials make up the infrastructure for clean energy technologies and
innovations to reduce climate change impacts, as well as accelerator and detector technologies for SC facilities. Also
supported is research to understand the role of rare earth and other critical materials in determining functionality, so that
they can be reduced or eliminated from key energy technology supply chains.

Experimental research in this program emphasizes discovery and characterization of materials’ properties that have the
potential to be exploited for new technological functionalities. Complementary theoretical research aims to explain such
properties across a broad range of length and time scales. Theoretical research also includes development and integration
of predictive theory and modeling for discovery of materials with targeted properties. Advanced computational and data
science techniques (including artificial intelligence and machine learning) are increasingly enabling knowledge to be
extracted from large materials databases of theoretical calculations and experimental measurements. This program also
supports the development of such databases as well as the computational tools that can take advantage of them.

This program continues to emphasize understanding and control of quantum materials whose properties result from
interactions of the constituent electrons with each other, the atomic lattice, or light. Investigations include bulk materials as
well as nanostructures and two-dimensional layered structures such as graphene, multilayered structures of two-
dimensional materials, and studies of the electronic properties of materials at ultra-low temperatures and in high magnetic
fields. The research advances the fundamental understanding of electronic, magnetic, and optical properties relevant to
energy-efficient microelectronics and quantum information science (QIS). The focus on QIS research couples experimental
and theoretical expertise in quantum materials with prototypes of quantum structures that can be used to study the
science of device functionality and performance.

Activities also emphasize research to understand how materials respond to temperature, light, radiation, corrosive
chemicals, and other environmental conditions. This includes electrical and optical properties of materials related to solar
energy as well as the effects of defects on electronic properties, strength, deformation, and failure over a wide range of
length and time scales. In FY 2023, these activities will support the SC Energy Earthshots initiative. A recent focus is on
extending knowledge of radiation effects to enable predictive capabilities for the extreme environments expected in future
nuclear reactors and accelerators for SC facilities.

In FY 2023, BES will continue to partner with other SC programs to support the NQISRCs initiated in FY 2020. These centers
focus on a set of QIS applications and cross-cutting topics that span the development space that will impact SC programs,
including sensors, communication, quantum emulators/simulators, and enabling technologies that will pave the path to
exploit quantum computing in the longer term. Research supported by this program will include theory of materials for
quantum applications in computing, communication, and sensing; device science for next-generation QIS systems, including
interface science and modeling of materials performance; and synthesis, fabrication, and characterization of quantum
materials, including integration into novel device architectures to explore QIS functionality.

In partnership with the Advanced Scientific Computing Research (ASCR), High Energy Physics (HEP), Fusion Energy Sciences
(FES), and Nuclear Physics (NP) programs, BES will continue activities begun in FY 2021 to support multi-disciplinary basic
research to accelerate the advancement of microelectronic technologies in a co-design innovation ecosystem, as called for
by the Basic Research Needs for Microelectronics report.y Among the challenges is discovery science that can lead to low-
power microelectronics for edge computing as well as for exascale computers and beyond. Such computing capabilities will
be necessary to analyze the vast volumes of data that will be generated by future SC facilities. Similarly, transforming power
electronics and the electricity grid into a modern, agile, resilient, and energy-efficient system requires improvements in
advanced microelectronics materials, and their integration within a co-design framework.

Y https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf
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Materials Discovery, Design, and Synthesis Research

The discovery and development of new materials has long been recognized as the engine that drives science frontiers,
technology innovations, and advanced manufacturing. Predictive design and discovery of new forms of matter with desired
properties continues to be a significant challenge for materials sciences. A strong, vibrant research enterprise in the
discovery and design of new materials is critical to world leadership—scientifically, technologically, and economically. One
of the goals of this activity is to grow and maintain U.S. leadership in materials discovery by investing in advanced synthesis
capabilities and by coupling these with state-of-the-art user facilities and advanced computational capabilities at DOE
national laboratories, generating scientific knowledge that is foundational to the BES mission, including clean energy and
reduction of impacts resulting from climate change. In FY 2023, these activities will support the SC Energy Earthshots
initiative.

The BESAC report on transformative opportunities for discovery science reinforced the importance of the continued growth
of synthesis science, recognizing the opportunity to realize targeted functionality in materials by controlling the synthesis
and assembly of hierarchical architectures and beyond equilibrium matter. In FY 2023 this program will continue to apply
materials discovery and synthesis research to understand the unique properties of rare earth and other critical materials
and minerals, with the goal of reducing their use. New research directions will be inspired by BES reports related to
advanced manufacturing, including polymer upcycling. Understanding of synthesis science will enable design of new
systems that are easier to efficiently convert into similar products with comparable or enhanced complexity, functionality,
and value. Emphasis will include advancing the basic science of advanced manufacturing through innovative approaches for
scalable assembly and integration of predictive modeling with characterization tools tuned to advanced manufacturing
scale, complexity, and speed.

In addition to research on chemical and physical synthesis processes, an important element of this portfolio is research to
understand how to use bio-mimetic and biology-inspired approaches to design and synthesize novel materials with some of
the unique properties found in nature. Major research directions include the controlled synthesis and assembly of
nanoscale materials into functional materials with desired properties; mimicking the low-energy synthesis approaches of
biology to produce materials; bio-inspired materials that assemble autonomously and, in response to external stimuli,
dynamically assemble and disassemble to form non-equilibrium structures; and adaptive and resilient materials that also
possess self-repairing and self-regulating capabilities. The portfolio also supports fundamental research in solid-state
chemistry to enable discovery of new functional materials and the development of new crystal growth methods and thin
film deposition techniques to create complex materials with targeted structure and properties. An important element of
this activity is research to understand the progression of structure and properties as a material is formed, in order to
understand the underlying physical mechanisms and to gain atomic level control of material synthesis and processing,
including the extraordinary challenges for synthesis of quantum materials.

Established Program to Stimulate Competitive Research (EPSCoR)

The DOE EPSCoR program funds early-stage research that supports DOE’s energy mission in states and territories with
historically lower levels of Federal academic research funding. Eligibility determination for the DOE EPSCoR program follows
the National Science Foundation eligibility analysis.

The DOE EPSCoR program emphasizes research that will improve the capability of designated states and territories to
conduct sustainable and nationally competitive energy-related research; jumpstart research capabilities in designated
states and territories through training scientists and engineers in energy-related areas; and build beneficial relationships
between scientists and engineers in the designated jurisdictions and world-class national laboratories managed by the DOE.
This research leverages DOE national user facilities and takes advantage of opportunities for intellectual collaboration
across the DOE system. Through broadened participation, DOE EPSCoR seeks to augment the network of energy-related
research performers across the Nation.

Annual EPSCoR funding opportunities alternate between a focus on research performed in collaboration with the DOE
National Laboratories and a focus on implementation awards that facilitate larger team awards for the development of
research infrastructure in the EPSCoR jurisdictions. The FY 2023 program will focus on implementation awards for larger
teams and will consider renewals of the FY 2021 awards as well as proposals for new teams. The technical scope will include
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a focus on clean energy research and climate science, expanding these important research communities and supporting the
Energy Earthshot initiative. The program supports early career scientists from EPSCoR jurisdictions on an annual basis and
provides complementary support for research grants to eligible institutions.

Energy Frontier Research Centers

The EFRC program is a unique research modality, bringing together the skills and talents of teams of investigators to
perform energy-relevant, basic research with a scope and complexity beyond what is possible in standard single-
investigator or small-group awards. These multi-investigator, multi-disciplinary centers foster, encourage, and enable
transformative scientific advances. They allow experts from a variety of disciplines to collaborate on shared challenges,
combining their strengths to uncover new and innovative solutions to the most difficult problems in materials sciences. The
EFRCs also support numerous graduate students and postdoctoral researchers, educating and training a scientific workforce
for the 215t century economy. The EFRCs supported in this subprogram focus on the following topics: the design, discovery,
synthesis, characterization, and understanding of novel, solid-state materials that convert energy into electricity; the
understanding of materials and processes that are foundational for electrical energy storage and gas separation; quantum
materials and quantum information science; microelectronics; and materials for future nuclear energy and waste storage.
After twelve years of research activity, the program has produced an impressive breadth of scientific accomplishments,
including over 14,000 peer-reviewed journal publications.

BES uses a variety of methods to regularly assess the progress of the EFRCs, including annual progress reports, monthly
phone calls with the EFRC Directors, periodic Directors’ meetings, and on-site visits by program managers. Each EFRC
undergoes a review of its management structure and approach in the first year of the award and a midterm assessment of
scientific progress compared to its scientific goals. To facilitate communication of results to other EFRCs and DOE, BES holds
scientific meetings of the EFRC researchers biennially.

In FY 2023, BES will continue EFRC research efforts through awards made in FY 2020 and FY 2022. Scientific emphasis
includes research directions identified in recent strategic planning activities, such as investments in clean energy research,
climate science, and low-carbon manufacturing.

Energy Earthshot Research Centers

The EERC program is a new modality of research to be launched in FY 2023, building on the success of the Energy Frontier
Research Centers. Like the EFRCs, EERCs will bring together multi-investigator, multi-disciplinary teams to perform energy-
relevant research with a scope and complexity beyond what is possible in standard single-investigator or small-group
awards. Beyond the scope of the EFRCs, EERCs will address the gap between basic research and the applied research and
development activities to facilitate the exchange of knowledge between SC and the DOE energy technology offices, which is
key to realizing the stretch goals of the Energy Earthshots. EERCs will support team awards involving academic, national lab,
and industrial researchers with joint planning by SC and energy technology offices, establishing a new era of cross-office
research cooperation. The funding will focus efforts directly at the interface, ensuring that directed fundamental research
and capabilities at SC user facilities tackle the most challenging barriers identified in the applied research and development
activities.

Existing DOE Energy Earthshots include the Hydrogen Shot, the Long Duration Storage Shot, and the Carbon Negative Shot.
Additional topics are under consideration for future announcements. From a science perspective, many research gaps for
the Energy Earthshots crosscut all topics and will provide a foundation for other energy technology challenges, including
biotechnology, critical minerals/materials, energy-water, subsurface science (including geothermal research), and materials
and chemical processes under extreme conditions for nuclear applications. These gaps require multiscale computational
and modeling tools, new artificial intelligence and machine learning technologies, real-time characterization, including in
extreme environments, and development of the scientific base to co-design processes and systems rather than individual
materials, chemistries, and components. EERCs will leverage individual Center research to cross-fertilize the ideas that
emerge in one topical area to benefit others with similar challenges accelerating the science, as well as the technologies.

In FY 2023, the Request supports a Funding Opportunity Announcement (FOA) to be released by the Office of Science (BES,
Advanced Scientific Computing Research, and Biological and Environmental Research), in coordination with the DOE energy
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technology offices, for the initial cohort of Energy Earthshot Research Centers. Emphasis will be on the current Earthshot
topics and those announced by DOE prior to release of the FOA.

Energy Innovation Hubs

The Joint Center for Energy Storage Research (JCESR), the Batteries and Energy Storage Hub, focuses on early-stage
research to tackle forefront, basic scientific challenges for next-generation electrochemical energy storage. JCESR is a multi-
institutional research team led by Argonne National Laboratory (ANL) in collaboration with four other national laboratories,
eleven universities, the Army Research Laboratory, and industry. In the initial five-year award (2013-2018), JCESR created a
library of fundamental scientific knowledge including: demonstration of a new class of membranes for anode protection
and flow batteries; elucidation of the characteristics required for multi-valent intercalation electrodes; understanding the
chemical and physical processes that must be controlled in lithium-sulfur batteries to greatly improve cycle life; and
computational screening of over 16,000 potential electrolyte compounds using the Electrolyte Genome protocols.

For the current award (2018-2023, pending annual progress reviews and appropriations), JCESR identified critical scientific
gaps to serve as a foundation for the research. The research directions are consistent with the priorities established in the
2017 BES workshop report Basic Research Needs for Next Generation Electrical Energy Storage? including discovery science
for exploration of new battery chemistries and materials with novel functionality. JCESR is focusing on advances that will
elucidate cross-cutting scientific principles for electrochemical stability; ionic and electronic transport at interfaces/
interphases, in bulk materials or membranes; solvation structures and dynamics in electrolytes; nucleation and growth of
materials, new phases, or defects; coupling of electrochemical and mechanical processes; and kinetic factors that govern
reversible and irreversible reactions. Close coupling of theory, simulation, and experimentation is proving critical to
accelerate scientific progress; to unravel the complex, coupled phenomena of electrochemical energy storage; to bridge
gaps in knowledge across length and temporal scales; and to enhance the predictive capability of electrochemical models.
In the current research, prototypes are being used to demonstrate the impact of materials advances for specific battery
architectures and designs.

Based on established best practices for managing large awards, BES will continue to require quarterly reports, frequent
teleconferences, and annual progress reports and peer reviews to communicate progress, provide input on the technical
directions, and ensure high-quality, impactful research. In FY 2022, JCESR will receive the tenth and final year of funding,
which will support research activities through much of FY 2023. In FY 2023, BES plans to issue a Funding Opportunity
Announcement to openly recompete the Batteries and Energy Storage Hub program.

Computational Materials Sciences

Major strides in materials synthesis, processing, and characterization, combined with concurrent advances in computational
science—enabled by enormous improvements in high-performance computing capabilities—have opened an
unprecedented opportunity to design new materials with specific functions and physical properties. The goal is to leap
beyond simple extensions of current theory and models of materials towards a paradigm shift in which specialized
computational codes and software enable the design, discovery, and development of new materials or functionalities, and
in turn, create new advanced, innovative technologies. Given the importance of materials to virtually all technologies,
including clean energy, computational materials sciences are critical for American competitiveness in advanced
manufacturing and global leadership in innovation.

This paradigm shift will accelerate the design of revolutionary materials to enable the Nation’s energy and quantum
information security, tackle the climate challenge, and enhance economic competitiveness. Success will require extensive
R&D with the goal of creating experimentally validated, robust community codes that will enable functional materials
innovation.

Awards in this program focus on the creation of computational codes and associated experimental/computational
databases for the design of functional materials or quantum materials with new functionalities. This research is performed
by small groups and fully integrated teams. Large teams combine the skills of experts in materials theory, modeling,
computation, synthesis, characterization, and fabrication. The research includes development of new ab initio theory,

Z https://science.osti.gov/-/media/bes/pdf/reports/2017/BRN_NGEES_rpt.pdf
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contributing the generated data to databases, as well as advanced characterization and controlled synthesis to validate the
computational predictions. It uses the unique world-leading tools and instruments at DOE’s user facilities. The
computational codes will use DOE’s leadership computational facilities and be positioned to take advantage of today’s
petascale and tomorrow’s exascale high-performance computers. This will result in open source, robust, validated, user-
friendly software that captures the essential physics of relevant materials systems. The goal is the use of these codes and
generated data by the broader research community and by industry to accelerate the design of new functional materials.

BES manages the computational materials science research activities using the approaches developed for similar small and
large team modalities. Management reviews by a peer review panel are held in the first year of the award for large teams.
Mid-term peer reviews are held to assess scientific progress, with regular teleconferences, annual progress reports, and
active oversight by BES throughout the performance period. In FY 2023, the funding associated with the four-year awards in
FY 2019 will be recompeted for both renewal and new awards.
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Basic Energy Sciences
Chemical Sciences, Geosciences, and Biosciences

Description

Development of innovative clean energy technologies relies on understanding and ultimately controlling transformations of
energy among forms and conversions of matter across multiple scales starting at the atomic level. The Chemical Sciences,
Geosciences, and Biosciences subprogram supports research to discover fundamental knowledge of chemical reactivity and
energy conversion that is the foundation for energy-relevant chemical processes, such as catalysis, synthesis, separations,
and light-driven chemical transformations. The research addresses how physical and chemical phenomena at the scales of
electrons, atoms, and molecules control complex and collective behavior of macroscopic-scale energy and matter
conversion systems. At the most fundamental level, research to understand quantum mechanical behavior is rapidly
evolving into the ability to control and direct such behavior to achieve desired outcomes. Fundamental knowledge
developed through this subprogram can extend the new era of control science to tailor chemical transformations with
atomic and molecular precision. The challenge is to achieve predictive understanding of complex chemical, geochemical,
and biochemical systems at the same level of detail now known for simpler molecular systems.

To address these challenges, the portfolio includes coordinated research activities in three areas:

=  Fundamental Interactions Research—Discover the foundational factors controlling chemical reactivity and dynamics in
gas and condensed phases, and at interfaces, based on understanding quantum interactions among photons, electrons,
atoms, and molecules.

= Chemical Transformations Research—Understand and control the mechanisms of chemical catalysis, synthesis,
separation, stabilization, and transport in complex chemical and subsurface systems, from atomic to geologic scales.

= Photochemistry and Biochemistry Research—Elucidate the molecular mechanisms of the capture of light energy and
its conversion into electrical and chemical energy through biological and chemical pathways.

The Request continues the highest-priority fundamental research, including support of research to advance scientific
understanding and accelerate innovation that can reduce impacts that contribute to climate change while advancing clean
energy technologies and infrastructure. Support will continue for research to discover chemical processes for low-carbon,
efficient, and circular approaches to advanced manufacturing including chemical upcycling of polymers. Related research
emphasizes the chemistry, separations, and substitutions of critical elements important for reducing the dependence on
critical materials and minerals while promoting innovative and robust manufacturing supply chains. Fundamental
biochemistry will develop models and datasets for discovery of principles to enable biomimetic and biohybrid clean energy
systems. Research focused on molecular science will enable new microelectronics and increase understanding of the
phenomena relevant to QIS and quantum computing. Bringing simulation and experiments together, integration of data
science and computational chemistry will provide the needed tools and infrastructure for shared data repositories.

Five synergistic, foundational research themes are at the intersections of multiple research focus areas in this portfolio.
Ultrafast Chemistry probes electron and atom dynamics to understand energy and chemical conversions. Chemistry at
Complex Interfaces advances understanding of how interfacial dynamics and structural and functional disorder influence
chemical phenomena. Charge Transport and Reactivity explores how charge dynamics contribute to energy flow and
chemical conversions. Reaction Pathways in Diverse Environments discovers the influence of nonequilibrium,
heterogeneous, nanoscale, and extreme environments on complex reaction mechanisms. Chemistry in Aqueous
Environments addresses water’s unique properties and the role it plays in energy and chemical conversions.

The subprogram supports a diverse portfolio of research efforts including single investigators, small groups, and larger
multi-investigator, cross-disciplinary teams—through EFRCs, the Fuels from Sunlight Energy Innovation Hub program,
Computational Chemical Sciences, Data Science, and QIS—to advance foundational science that can enable clean energy
technologies. The subprogram also partners across SC to support the NQISRCs that were established in FY 2020 and, new in
FY 2023, Energy Earthshot Research Centers (in partnership with Advanced Scientific Computing Research (ASCR) and
Biological and Environmental Research (BER) and with DOE energy technology offices). This subprogram also supports the
RENEW initiative to provide undergraduate and graduate training opportunities for students and academic institutions not
currently well represented in the U.S. S&T ecosystem; the FAIR initiative focused investment on enhancing research on
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clean energy, climate, and related topics at minority serving institutions; and the Accelerate initiative for scientific research
to accelerate the transition of science advances to energy technologies.

Fundamental Interactions Research

This activity emphasizes structural and dynamical studies of atoms, molecules, and nanostructures, and the description of
their interactions in full quantum detail. The goal is to achieve a complete understanding of reactive chemistry in the gas
phase, in condensed phases, and at interfaces. This activity provides leadership for ultrafast chemistry, supporting research
that advances ultrafast tools and approaches and their application to probe and control chemical processes. Research
supports theory and computation for accurate and efficient descriptions of molecular reactions and chemical dynamics.
These efforts provide the foundational knowledge and the state-of-the-art experimental and computational tools necessary
to advance the subprogram’s research activities and the BES mission, including clean energy approaches that can reduce
impacts contributing to climate change.

The principal research thrusts in this activity are atomic, molecular, and optical sciences (AMQOS), gas phase chemical
physics (GPCP), condensed phase and interfacial molecular science (CPIMS), and computational and theoretical chemistry
(CTC). AMOS research emphasizes the fundamental interactions of atoms and molecules with electrons and photons, to
characterize and control their behavior. Novel attosecond sources, x-ray free electron laser sources such as the LCLS-1I, and
ultrafast electron diffraction are used to image the ultrafast dynamics of electrons and charge transport. CPIMS research
emphasizes foundational research at the boundary of chemistry and physics, pursuing a molecular-level understanding of
chemical, physical, and electron- and photon-driven processes in liquids and at interfaces. Experimental, theoretical, and
computational investigations in the condensed phase and at interfaces elucidate the molecular-scale chemical and physical
properties and interactions that govern condensed phase structure and dynamics. The GPCP program supports research on
fundamental gas-phase chemical processes important in energy applications. Research in this program explores chemical
reactivity, kinetics, and dynamics in the gas phase at the level of electrons, atoms, molecules, and nanoparticles. The CTC
program supports development, improvement, and integration of new and existing theoretical and massively parallel
computational or data-driven strategies for the accurate and efficient prediction or simulation of processes and
mechanisms. Research in this area is crucial to utilize emerging exascale computing facilities and to optimize use of existing
leadership class computers, leveraging U.S. leadership in the development of open-source computational chemistry codes
and databases. In the context of the NQISRCs, this research also lays the groundwork for applications of future quantum
computers to computational quantum chemistry.

In FY 2023, BES, in partnership with other SC programs, will continue support for the multi-disciplinary multi-institutional
QIS centers, initiated in FY 2020. The NQISRCs will focus on a set of QIS applications or cross-cutting topics including
innovative research on sensors, quantum emulators/simulators, and enabling technologies that will pave the path to exploit
guantum computing in the longer term. Research initiated in FY 2021 in microelectronics will continue with a focus on
unraveling complex mechanisms of chemical reactions at interfaces to inform the design and synthesis of new materials.?
The Fundamental Interactions activity will continue to advance data science and computational approaches for chemical
sciences with a focus on integration of databases and computational chemistry tools for the generation of scientific
knowledge that is foundational to the BES mission.

Chemical Transformations Research

This activity seeks fundamental knowledge of chemical reactivity, matter and charge transport, and chemical separation
and stabilization processes that are foundational for developing future clean energy and advanced manufacturing
technologies, and for innovations to mitigate or adapt to climate change. Core research areas include catalysis science,
separation science, heavy element chemistry, and geosciences. The research entails use of ultrafast spectroscopy to follow
transient species during reactions; advances the understanding of charge transport and reactivity, which determine the
kinetics of electrocatalytic, separations, and geochemical processes; explores the influence of complex interfaces on
chemical transformations; develops the mechanistic insight needed to control reaction pathways in diverse catalytic,
separation, and geological environments; and develops understanding of chemistry in subsurface and aqueous systems
important in sustainable chemical processes.

3 https://science.osti.gov/-/media/bes/pdf/reports/2019/BRN_Microelectronics_rpt.pdf
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Catalysis science research is focused on understanding reaction mechanisms, precise synthesis, operando characterization,
manipulation of catalytic active sites and their environments, and control of reaction conditions for efficiency and
selectivity. A primary goal is the molecular-level control of chemical transformations relevant to the sustainable conversion
of energy resources, with emphasis on thermal and electrochemical conversions. Separation science research seeks to
understand and ultimately predict and control the atomic and molecular interactions and energy exchanges determining
the efficiency and viability of chemical separations, with emphasis on critical elements and atmospheric CO,. The major
focus is to advance discovery of principles and predictive design of future chemical separation approaches with improved
efficiencies. Heavy element chemistry provides foundational knowledge on the influence of complex environments, such as
multiple phases and extreme conditions of temperature and radiation, on the dynamic behavior of actinide compounds. A
primary goal is to advance understanding of the unique chemistry of f-electron systems that is required to design new
ligands for actinide and rare-earth separations processes, to predict the chemical evolution of actinides in nuclear wastes
and next-generation reactors, and to improve models of actinide environmental transport. Geosciences research provides
the fundamental science underlying the subsurface chemistry and physics of natural substances under extreme conditions
of pressure or confined environments. Areas of emphasis include the molecular-level understanding of phase equilibria,
reaction mechanisms and rates associated with aqueous geochemical processes, the distribution and accumulation of
elements in the earth upper mantle, and a mechanistic understanding of the origins of subsurface physical properties and
the response of earth materials subject to chemo-mechanical stress.

In FY 2023, this activity will continue to support efforts central to transformative approaches to advanced manufacturing,®
including predictive design of catalytic and separations processes for circular use of natural and synthetic resources with
atom and energy efficiency, as exemplified by polymer upcycling.c In support of the Energy Earthshot initiative, this activity
will increase focus on discovery and design of sustainable cycles for carbon and hydrogen, by means of enhanced carbon
separation from dilute as well as concentrated sources and clean energy cycles of hydrogen generation, storage, and use.
Also supporting the Energy Earthshot initiative, research will increase the fundamental knowledge of subsurface processes
across spatial and temporal scales—such as mineralization, crack propagation, and rock fracture—that is critical for
developing innovative clean energy technologies for the subsurface. Support will also continue for research to address
challenges in critical materials with focus on novel approaches for resource identification and extraction, selective
separation, and substitution and use of critical elements. Research will continue to investigate the unique quantum
phenomena enabled by f-electron elements, including rare earth elements and actinides. The use of data science and Al/ML
approaches will continue to be emphasized in research across the portfolio to accelerate the generation and propagation of
scientific knowledge that is foundational to the BES mission.

Photochemistry and Biochemistry Research

This activity supports research on the molecular mechanisms that capture light energy and convert it into electrical and
chemical energy in both natural and man-made systems. An important component of this activity is its leadership role in
the support of basic research in both solar photochemistry and natural photosynthesis. Research explores the dynamic
mechanisms of charge transport and reactivity that advances understanding of absorption, transfer, and conversion of
energy across spatial and temporal scales and on redox interconversion of small molecules (e.g., carbon dioxide/methane,
nitrogen/ammonia, and protons/hydrogen). Studies of ultrafast chemistry and photo-driven quantum coherence probe the
short time-scales critical in natural photosynthesis and artificial molecular systems and can provide insights into the role of
quantum phenomena in chemical and biochemical reactions. Research expands understanding of the influence of complex
interfaces and aqueous environments on the dynamics and function of enzymes, natural and artificial membranes, and
nano- to meso-scale structures. The resulting mechanistic understanding can inspire new strategies to control reaction
pathways critical for clean energy conversions and for innovations to reduce impacts resulting from climate change.

This activity integrates multidisciplinary research at the interface of chemistry, physics, and biology. Research of biological
systems provides insights for understanding and enhancing man-made chemical systems. In a reciprocal manner, studies of
chemical (non-biological) systems provide insights on the dynamics and reactivity underlying biochemical processes.
Research in natural photosynthesis advances knowledge of biological mechanisms of solar energy capture and conversion
and can inspire development of bio-hybrid, biomimetic, and artificial photosynthetic systems for clean energy production.

bb https://science.osti.gov/-/media/bes/pdf/reports/2020/Transformative_Mfg_Brochure.pdf
¢ https://science.osti.gov/-/media/bes/pdf/reports/2020/Chemical_Upcycling_Polymers.pdf
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Studies of complex multielectron redox reactions, electron bifurcation, and quantum phenomena in biological systems can
suggest innovative approaches to energy conversion and storage strategies for clean energy technologies. Complementary
research on the elementary steps of light absorption, charge separation, and charge transport of solar energy conversion in
man-made systems provides foundational knowledge for the use of solar energy for carbon-neutral fuel production and
electricity generation. Research also addresses fundamental effects resulting from ionizing radiation to understand
chemical reactions in extreme environments and to provide insights for remediation, fuel-cycle separation, and design of
nuclear reactors.

In FY 2023, research will continue to establish a molecular-level understanding of biochemical and photochemical
processes. Efforts will build on BES biochemistry and biophysics research to discover and design chemical processes and
complex structures that can enable innovations for clean energy technologies, advanced manufacturing and
microelectronics, such as bio-inspired, biohybrid, and biomimetic systems with desired functions and properties. Studies of
photo-driven quantum coherence in natural photosynthesis and artificial molecular systems will continue with the goal of
developing new strategies for efficient solar energy use. Research will also address challenges of reducing the use of critical
and rare earth elements in light absorbers and catalysts for clean energy. Efforts across this research portfolio will continue
to generate foundational knowledge critical to the BES mission. In support of the Energy Earthshot initiative, this activity
will increase support for research to identify new approaches for harnessing solar energy for chemical conversions,
providing knowledge that could enable carbon-neutral hydrogen technologies and advance strategies for other solar fuels.
This activity supports the new Accelerate initiative that targets scientific research to accelerate the transition of science
advances to energy technologies. This activity provides support for the ongoing SC-wide RENEW initiative and for the new
FAIR initiative to build stronger programs at underrepresented institutions, including those in underserved and
environmental justice communities, with a focus on enhancing research on clean energy, climate, and related topics.

Energy Frontier Research Centers

The EFRC program is a unique research modality, bringing together the skills and talents of teams of investigators to
perform energy-relevant, basic research with a scope and complexity beyond what is possible in standard single-
investigator or small-group awards. These multi-investigator, multi-disciplinary centers foster, encourage, and accelerate
basic research to enable transformative scientific advances. They allow experts from a variety of disciplines to collaborate
on shared challenges, combining their strengths to uncover new and innovative solutions to the most difficult problems in
chemical sciences, geosciences, and biosciences. The EFRCs also support numerous graduate students and postdoctoral
researchers, educating and training a scientific workforce for the 215t-century economy. The EFRCs supported in this
subprogram focus on the following topics: the design, discovery, characterization, and control of the chemical, biochemical,
and geological processes for improved electrochemical conversion and storage of energy; the understanding of catalytic
chemistry and biochemistry that are foundational for fuels, chemicals, separations, and polymer upcycling; interdependent
energy-water issues; quantum information science; future nuclear energy and the chemistry of waste processing; and
advanced interrogation and characterization of the earth’s subsurface. After twelve years of research activity, the program
has produced an impressive breadth of scientific accomplishments, including over 14,000 peer-reviewed journal
publications.

BES uses a variety of methods to regularly assess the progress of the EFRCs, including annual progress reports, monthly
phone calls with the EFRC Directors, periodic Directors’ meetings, and on-site visits by program managers. Each EFRC
undergoes a review of its management structure and approach in the first year of the award and a mid-term assessment by
outside experts of scientific progress compared to its scientific goals. To facilitate communication of results to other EFRCs
and DOE, BES holds meetings of the EFRC researchers biennially.

In FY 2023 BES will continue EFRC research efforts through awards made in FY 2020 and FY 2022. Scientific emphasis

includes research directions identified in recent strategic planning activities such as investments in clean energy research,
climate science, and low-carbon manufacturing.
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Energy Earthshot Research Centers

The EERC program is a new modality of research to be launched in FY 2023, building on the success of the Energy Frontier
Research Centers. Like the EFRCs, EERCs will bring together multi-investigator, multi-disciplinary teams to perform energy-
relevant research with a scope and complexity beyond what is possible in standard single-investigator or small-group
awards. Beyond the scope of the EFRCs, EERCs will address the gap between basic research and the applied research and
development activities to facilitate the exchange of knowledge between SC and the DOE energy technology offices, which is
key to realizing the stretch goals of the Energy Earthshots. EERCs will support team awards involving academic, national lab,
and industrial researchers with joint planning by SC and energy technology offices, establishing a new era of cross-office
research cooperation. The funding will focus efforts directly at the interface, ensuring that directed fundamental research
and capabilities at SC user facilities tackle the most challenging barriers identified in the applied research and development
activities.

Existing DOE Energy Earthshots include the Hydrogen Shot, the Long Duration Storage Shot, and the Carbon Negative Shot.
Additional topics are under consideration for future announcements. From a science perspective, many research gaps for
the Energy Earthshots crosscut all topics and will provide a foundation for other energy technology challenges, including
biotechnology, critical minerals/materials, energy-water, subsurface science (including geothermal research), and materials
and chemical processes under extreme conditions for nuclear applications. These gaps require multiscale computational
and modeling tools, new artificial intelligence and machine learning technologies, real-time characterization, including in
extreme environments, and development of the scientific base to co-design processes and systems rather than individual
materials, chemistries, and components. EERCs will leverage individual Center research to cross-fertilize the ideas that
emerge in one topical area to benefit others with similar challenges—accelerating the science, as well as the technologies.

In FY 2023, the Request supports a Funding Opportunity Announcement (FOA) to be released by the Office of Science (BES,
ASCR, and BER), in coordination with the DOE energy technology offices, for the initial cohort of Energy Earthshot Research
Centers. Emphasis will be on the current Earthshot topics and those announced by DOE prior to release of the FOA.

Energy Innovation Hubs

The two multi-investigator, cross-disciplinary solar fuels research awards for the Fuels from Sunlight Hub program build on
the unique accomplishments of the first Fuels from Sunlight Hub and address both new directions and long-standing
challenges in the use of solar energy, water, and carbon dioxide as the only inputs for fuels production for clean energy. The
FY 2023 Request will continue support for these fundamental research efforts that target innovative solutions to key
scientific challenges for solar fuels (as identified in the strategic planning report from the Roundtable on Liquid Solar Fuels),
including how to overcome degradation mechanisms to increase durability of solar fuel-generating components and
systems, design catalytic microenvironments to selectively produce energy-rich solar fuels, take advantage of the direct
coupling of light-driven phenomena and chemical processes to improve component and system performance, and tailor
complex phenomena that interact and affect function of integrated multicomponent assemblies for solar fuels
production.dd

BES uses a variety of methods to regularly assess the progress of the awards, including annual progress reports, regular
phone calls with the Directors, periodic Directors’ meetings to ensure coordination and communication, and on-site visits
and reviews. Each award undergoes a review of its management structure and approach in the first year and beginning in
the second year will have an annual peer review of research progress against its scientific goals.

dd https://science.osti.gov/-/media/bes/pdf/reports/2020/Liquid_Solar_Fuels_Report.pdf
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Computational Chemical Sciences

The computational chemical sciences program (CCS) supports basic research to develop validated, open-source codes and
associated experimental/computational databases for modeling and simulation of complex chemical processes and
phenomena that allow full use of emerging exascale and future planned DOE leadership-class computing capabilities. BES
launched CCS research awards in FY 2017 and additional awards were initiated in FY 2018. The FY 2023 support will
continue awards from FY 2021 and FY 2022. This research supports a publicly accessible website®® of open source, robust,
validated, user-friendly software that captures the essential physics and chemistry of relevant chemical systems. The goal is
use of these codes/data by the broader research community and by industry to dramatically accelerate chemical research
in the U.S.

BES uses a variety of methods to regularly assess the progress of the CCS awards, including annual progress reports, regular
phone calls with the Directors, and periodic meetings of funded activities to ensure coordination and communication. Large
team awards undergo a review of management structure and approach in the first year and a mid-term review by outside
experts to evaluate scientific progress compared to the project’s scientific goals.

General Plant Projects

General Plant Projects funding provides for minor new construction, for other capital alterations and additions, and for
improvements to land, buildings, and utility systems to maintain the productivity and usefulness of DOE-owned facilities
and to meet requirements for safe and reliable facilities operation.

€€ https://ccs-psi.org/
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Basic Energy Sciences
Scientific User Facilities (SUF)

Description

The Scientific User Facilities subprogram supports the operation of a geographically diverse suite of major research facilities
that provide unique tools to thousands of researchers from a wide diversity of universities, industry, and government
laboratories to advance a broad range of sciences. These user facilities are operated on an open access, competitive, merit
review basis, enabling scientists from every state and many disciplines from academia, national laboratories, and industry
to utilize the facilities’ unique capabilities and sophisticated instrumentation.

Studying matter at the level of atoms and molecules requires instruments that can probe structures that are one thousand
times smaller than those detectable by the most advanced light microscopes. Thus, to characterize structures with atomic
detail, researchers must use probes such as electrons, x-rays, and neutrons with wavelengths at least as small as the
structures being investigated. The BES user facilities portfolio consists of a complementary set of intense x-ray sources,
neutron scattering facilities, and research centers for nanoscale science. These facilities allow researchers to probe
materials in space, time, and energy with the appropriate resolutions that can interrogate the inner workings of matter to
answer some of the most challenging grand science questions. By taking advantage of the intrinsic charge, mass, and
magnetic characteristics of x-rays, neutrons, and electrons, these tools offer unique capabilities to help understand the
fundamental aspects of the natural world.

Advances in tools and instruments often drive scientific discovery. The continual development and upgrade of the
instrumental capabilities include new x-ray and neutron experimental stations with improved computational and data
analysis infrastructure, improved nanoscience core facilities, and new stand-alone instruments. The subprogram also
supports research in accelerator and detector development to explore technology options for the next generations of x-ray
and neutron sources. Keeping BES accelerator-based facilities at the forefront requires continued, transformative advances
in accelerator science and technology. Strategic investments in high-brightness electron injectors, superconducting
undulators with strong focusing, and high gradient superconducting cavities will have the most impactful benefits. X-ray
free electron laser (FEL) oscillators offer the most near-future attainable advances in x-ray science capabilities, requiring
additional research efforts in x-ray resonant cavities and high heat-load diamond materials. Research in seeded FEL
schemes for full coherent x-rays, and attosecond electron and x-ray pulse generation are critical for multi-terawatt FEL
amplifiers required by single-particle imaging.

The twelve BES scientific user facilities provide the Nation with the most comprehensive and advanced x-ray, neutron, and
electron-based experimental tools enabling fundamental discovery science. Hundreds of experiments are conducted
simultaneously around the clock, generating vast quantities of raw experimental data that must be stored, transported, and
then analyzed to convert the raw data into information to unlock the answers to important scientific questions. Managing
the collection, transport, and analysis of data at the BES facilities is a growing challenge as new facilities come online with
expanded scientific capabilities coupled together with advances in detector technology. Over the next decade, the data
volume, and the computational power to process the data, is expected to grow by several orders of magnitude.
Applications of data science methods and tools are being implemented in new software and hardware to help address
these data and information challenges and needs. Challenges include speeding up high-fidelity simulations for online
models, fast tuning in high-dimensional space, anomaly/breakout detection, ‘virtual diagnostics’ that can operate at high
repetition rates, and sophisticated compression/rejection data pipelines operating at the ‘edge’ (next to the instrument) to
save the highest-value data from user experiments.

The BES user facilities provide unique capabilities to the scientific community and industry and are a critical component of
maintaining U.S. leadership in the physical sciences. Collectively, these user facilities and enabling tools contribute to

important research results that span the continuum from basic to applied research and embrace the full range of scientific
and technological endeavors, including chemistry, physics, geology, materials science, environmental science, biology, and
biomedical science. These capabilities enable scientific insights that can lead to the discovery and design of advanced

materials and novel chemical processes with broad societal impacts, from energy applications to information technologies
and biopharmaceutical discoveries. The advances enabled by these facilities extend from energy-efficient catalysts to spin-
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based electronics and new drugs and delivery systems for cancer therapy. For approved, peer-reviewed projects, operating
time is available at no cost to researchers who intend to publish their results in the open literature.

In FY 2019, more than 16,000 scientists and engineers in many fields of science and technology used BES scientific facilities.
Due to the COVID-19 pandemic, BES scientific user facilities were under curtailed user operations, available mainly through
remote access for the majority of the instruments during the second half of FY 2020 and all of FY 2021. Additional funds
provided through the CARES Act supported extraordinary operations of the light and neutron sources and nanoscale
science research centers for COVID-specific research during curtailed operations. The BES facilities supported over 12,500
users in FY 2020 and over 11,300 users in FY 2021. Light sources and neutron sources were able to provide critical support
to the development of potential therapeutic drugs and vaccines through structural studies of the proteins of the SARS CoV-
2 virus, which causes COVID-19. All of the user facilities contributed to other COVID-19 activities, including research on
masks, characterization of novel manufacturing for medical equipment, and delivery of therapeutics. The BES facilities will
continue to support ongoing research efforts to combat COVID-19 and evolve the tools and expertise needed for future
public health challenges. In FY 2023, continued support for biological threats at the light and neutron sources is included in
the Biopreparedness Research Virtual Environment (BRaVE) initiative.

X-Ray Light Sources

X-rays are an essential tool for studying the structure of matter and have long been used to peer into material through
which visible light cannot penetrate. Today’s light source facilities produce x-rays that are billions of times brighter than
medical x-rays. Scientists use these highly focused, intense beams of x-rays to reveal the identity and arrangement of atoms
in a wide range of materials. The tiny wavelength of x-rays allows us to see things that visible light cannot resolve, such as
the arrangement of atoms in metals, semiconductors, biological molecules, and other materials. The fundamental tenet of
materials research is that structure determines function. The practical corollary that converts materials research from an
intellectual exercise into a foundation of our modern technology-driven economy is that structure can be manipulated to
construct materials with desired behaviors. To this end, x-rays have become a primary tool for probing the atomic and
electronic structure of materials internally and on their surfaces.

From their first systematic use as an experimental tool in the 1960s, large-scale light source facilities have vastly enhanced
the utility of pre-existing and contemporary techniques, such as x-ray diffraction, x-ray spectroscopy, and imaging and have
given rise to scores of new ways to do experiments that would not otherwise be feasible with conventional x-ray machines.
Moreover, the wavelength can be selected over a broad range (from the infrared to hard x-rays) to match the needs of
particular experiments. Together with additional features, such as controllable polarization, coherence, and ultrafast pulsed
time structure, these characteristics make x-ray light sources an important tool for a wide range of materials research. The
wavelengths of the emitted photons span a range of dimensions from the atom to biological cells, thereby providing incisive
probes for advanced research in a wide range of areas, including materials science, physical and chemical sciences,
metrology, geosciences, environmental sciences, biosciences, medical sciences, and pharmaceutical sciences. BES operates
a suite of five light sources, including a free electron laser, the Linac Coherent Light Source (LCLS) at SLAC, and four storage
ring-based light sources—the Advanced Light Source (ALS) at LBNL, the Advanced Photon Source (APS) at ANL, the Stanford
Synchrotron Radiation Lightsource (SSRL) at SLAC, and the National Synchrotron Light Source-IlI (NSLS-Il) at BNL. BES
provides funds to support facility operations, to enable cutting-edge research and technical support, and to administer the
user program at these facilities, which are made available to all researchers with access determined via peer review of user
proposals. Facility upgrade projects are underway for the APS, ALS, and LCLS to ensure ongoing world leadership for these
facilities.

Since completing construction of NSLS-Il in FY 2015, BES has invested in the scientific research capabilities at this advanced
light source facility by building specialized experimental stations or “beamlines.” The initial suite of seven beamlines has
expanded to the current 28 beamlines with room for at least 30 more. In order to adopt the most up-to-date technologies
and to provide the most advanced capabilities, BES plans a phased approach to new beamlines at NSLS-II, as was done for
the other light sources in the BES portfolio. The NSLS-Il Experimental Tools-Il (NEXT-11) major item of equipment (MIE)
project was started in FY 2020 to provide three best-in-class beamlines to support the needs of the U.S. research
community. These beamlines will focus on the techniques of coherent diffraction imaging, soft x-ray spectromicroscopy,
and nanoscale probes of electronic excitations. In FY 2023, NEXT-III will receive Other Project Costs support for planning of
the next cadre of beamlines.
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High-Flux Neutron Sources

One of the goals of modern materials science is to understand the factors that determine the properties of matter on the
atomic scale and to use this knowledge to optimize those properties or to develop new materials and functionality. This
process regularly involves the discovery of fascinating new physics, which itself may lead to previously unexpected
applications. Among the different probes used to investigate atomic-scale structure and dynamics, thermal neutrons have
unique advantages:

= they have a wavelength similar to the spacing between atoms, allowing atomic-resolution studies of structure, and
have an energy similar to the elementary excitations of atoms and magnetic spins in materials, thus allowing an
investigation of material dynamics;

= they have no charge, allowing deep penetration into a bulk material;

= they are scattered to a similar extent by both light and heavy atoms but differently by different isotopes of the same
element, so that different chemical sites can be uniquely distinguished via isotope substitution experiments, for
example substitution of deuterium for hydrogen in organic and biological materials;

= they have a magnetic moment, and thus can probe magnetism in condensed matter systems; and

= their scattering cross-section is precisely measurable on an absolute scale, facilitating straightforward comparison with
theory and computer modeling.

The High Flux Isotope Reactor (HFIR) at ORNL generates neutrons via fission in a research reactor. HFIR operates at 85
megawatts and provides state-of-the-art facilities for neutron scattering, isotope production, materials irradiation, and
neutron activation analysis. It is the world’s leading production source of elements heavier than plutonium for medical,
industrial, and research applications. There are 12 instruments in the user program at HFIR and the adjacent cold neutron
beam guide hall, which include world-class instruments for inelastic scattering, small angle scattering, powder and single
crystal diffraction, neutron imaging, and engineering diffraction.

The Spallation Neutron Source (SNS) at ORNL uses a different approach for generating neutron beams, where an
accelerator generates protons that strike a heavy-metal target such as mercury. As a result of the impact, cascades of
neutrons are produced in a process known as spallation.

The SNS is the world’s brightest pulsed neutron facility, and presently includes 19 instruments. These world-leading
instruments include very high-resolution inelastic and quasi-elastic scattering capabilities, powder and single crystal
diffraction, polarized and unpolarized beam reflectometry, and spin echo and small angle scattering spectrometers. A large
suite of capabilities for high and low temperature, high magnetic field, and high-pressure sample environment equipment is
available for the instruments. All the SNS instruments are in high demand by researchers world-wide in a range of
disciplines from biology to materials sciences and condensed matter physics.

Current construction projects at SNS focus on maintaining world-leadership for neutron scattering. In addition, for FY 2023
Other Project Costs are requested to initiate planning for replacement of the aging HFIR pressure vessel.

Nanoscale Science Research Centers

Nanoscience is the study of materials and their behaviors at the nanometer scale—probing and assembling single atoms,
clusters of atoms, and molecular structures. The scientific quest is to design new nanoscale materials and structures not
found in nature and observe and understand how they function while they interact with their physical and chemical
environments. Developments at the nanoscale and mesoscale have the potential to make major contributions to delivering
remarkable scientific discoveries that transform our understanding of energy and matter and advance national, economic,
and energy security.

The Nanoscale Science Research Centers (NSRCs) focus on interdisciplinary discovery research at the nanoscale, serving as
the basis for a national program that encompasses new science, new tools, and new computing capabilities. Distinct from
the x-ray and neutron sources, NSRCs comprise of a suite of smaller unique tools and expert scientific staff. The five NSRCs
are the Center for Nanoscale Materials at ANL, the Center for Functional Nanomaterials at BNL, the Molecular Foundry at
LBNL, the Center for Nanophase Materials Sciences at ORNL, and the Center for Integrated Nanotechnologies at SNL and
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LANL. Each center has particular expertise and capabilities, such as nanomaterials synthesis and assembly; theory, modeling
and simulation; imaging and spectroscopy including electron and scanning probe microscopy; and nanostructure fabrication
and integration. Selected thematic areas include catalysis, electronic materials, nanoscale photonics, and soft and biological
materials. The centers are typically near BES facilities for x-rays or neutrons, or near SC-supported computation facilities,
which complement and leverage each other’s capabilities. These custom-designed laboratories contain clean rooms,
nanofabrication resources, one-of-a-kind signature instruments, and other instruments generally available only at major
user facilities. The NSRC electron and scanning probe microscopy capabilities provide superior atomic-scale spatial
resolution and simultaneously obtain structural, chemical, and other types of information from sub-nanometer regions at
short time scales. They house one of the highest resolution electron microscopes in the world. Data science approaches are
enabling large and fast data acquisition, real-time analysis, and autonomous experiments. Operating funds enable cutting-
edge research, provide technical support, and administer the user program at these facilities, which serve academic,
government, and industry researchers with access determined through external peer review of user proposals.

The NSRCs will continue to develop nanoscience and QIS-related research infrastructure and capabilities for materials
synthesis, device fabrication, metrology, modeling, and simulation. The goal is to develop a flexible and enabling
infrastructure so that U.S. institutions and industry can rapidly develop and commercialize the new discoveries and
innovations.

Other Project Costs

The total project cost (TPC) of DOE’s construction projects comprises of two major components: the total estimated cost
(TEC) and other project costs (OPC). The TEC includes project costs incurred after Critical Decision-1, such as costs
associated with all engineering design and inspection; the acquisition of land and land rights; direct and indirect
construction/fabrication; the initial equipment necessary to place the facility or installation in operation; and facility
construction costs and other costs specifically related to those construction efforts. OPC represents all other costs related
to the projects that are not included in the TEC, such as costs that are incurred during the project’s initiation and definition
phase for planning, conceptual design, research, and development, and those incurred during the execution phase for R&D,
startup, and commissioning. OPC is always funded via operating funds.

Major Items of Equipment

BES supports major item of equipment (MIE) projects to ensure the continual development and upgrade of major scientific
instrument capabilities, including fabricating new x-ray and neutron experimental stations, improving NSRC core facilities,
additional beamlines for the NSLS Il, and providing new stand-alone instruments and capabilities.

Research

This activity supports targeted basic research in accelerator physics, x-ray and neutron detectors, and development of
advanced x-ray optics that is specific to BES facility needs and directions. BES coordinates with the SC Office of Accelerator
R&D and Production on crosscutting research and technology areas. Accelerator research is the cornerstone for the
development of new technologies that will improve performance of accelerator-based light sources and neutron scattering
facilities, in support of the Accelerator Science and Technology Initiative. Research areas include ultrashort pulse free
electron lasers (FELs), new seeding techniques and other optical manipulations to reduce the cost and complexity and
improve performance of next-generation FELs, and development of intense laser-based terahertz (THz) sources to study
non-equilibrium behavior in complex materials. As the complexity of accelerators and the performance requirements
continue to grow the need for more dynamic and adaptive control systems becomes essential. Particle accelerators are
complicated interconnected machines and ideal for applications of the most advanced Artificial Intelligence (Al)/Machine
Learning (ML) algorithms to improve performance optimization, rapid recovery of fault conditions, and prognostics to
anticipate problems. Detector research is a crucial component to enable the optimal utilization of BES user facilities,
together with the development of innovative optics instrumentation to advance photon-based sciences, and data
management techniques. The emphasis of the detector activity is on research leading to new and more efficient photon
and neutron detectors. X-ray optics research involves development of systems for time-resolved x-ray science that preserve
the spatial, temporal, and spectral properties of x-rays. Research includes studies on creating, manipulating, transporting,
and performing diagnostics of ultrahigh brightness beams and developing ultrafast electron diffraction systems that
complement the capabilities of x-ray FELs. This activity also supports training in the field of particle beams and their
associated accelerator applications. This activity will support the Reaching a New Energy Sciences Workforce (RENEW)
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initiative to provide undergraduate and graduate training opportunities for students and academic institutions not currently
well represented in the U.S. S&T ecosystem, such as Minority Serving Institutions (MSls), individuals from groups historically
underrepresented in STEM, and students from communities disproportionately affected by social, economic, and health
burdens of the energy system, and from the Established Program to Stimulate Competitive Research (EPSCoR) jurisdictions.
This activity will also support the BRaVE initiative, which brings DOE laboratories together to tackle problems of pressing
national importance, BES research will continue developing and maintaining capabilities at user facilities related to
biotechnology for responsiveness to biological threats and development of advanced instrumentation to address these
research challenges.

Science/Basic Energy Sciences 111 FY 2023 Congressional Budget Justification



uoneaysnf 198png jeuoissaisuo) €£20¢ Ad

(4%’

s90ualds ASi1au3 o1seg/aoualdg

'sJasn
Jo} poddns yjeis Suiziyuod ‘woddns jeuolyesado
9zjwydo ||Im sa13l[1oe "sallljigeded pue a4njonJisedyul
yoJeasad pale[al-S|p dojaaap 03 poddns Suipnjoul
‘aul|aseq 8T0T A4 U0 paseq suoljelado [ewJou

J0J |9A9] 3y3 ‘|ewndo jo juadiad 06 Aj@1ewixoidde

1B SOYSN 9A14 9Y3 40} suolresado yoddns |jim Suipund

‘uone|nwis pue
Sulppow ‘A3ojoJ1ow ‘uoiledlige) IAIP ‘SISAYIUAS
S|eli1ew Joj sanlljigeded pue ainjdnJiselyul yoieasal
pa1e[2J-S[D pue aJualdsoueu dojaaap 0} anulluod

[1'M SOYSN 3YL "(LNID pPue ‘JIALL ‘SINND ‘INND

‘N4D) SOUSN aA14 4o} Suipuny apinoud |jim 1sanbay ay |

‘uole|nwis
pue 3uijapow ‘A30|0J19W ‘UolIeIlIqR) DIIASP ‘SISDYIUAS
S|el91ew Joj saiyljigeded pue ainjdnJiseljul yoieasal
pa3e[aJ-S[D pue adualdsoueu dojaAap 0} anuiluod

SOYSN @YL "(LNID pue “JIALL ‘SINND ‘IAIND ‘N4D)
SDOYSN 9A1) 9Y3 40} suoliesado spoddns Suipuny syl

9rT'vs-

vSLVETS

000'6ETS

SJ91Ud) Yd4easay 23Uald§ a|edsouepN

‘@AnEeniul

JAeYg ay3 Jopun sanyljiqeded jo Juswdo|anap
Buipnjoul ‘suasn 4o} uoddns jyeis suiziuond
‘Joddns |euollesado azjwiido ||Im sal3l|1oe
"aul|9seq 8T0T A4 UO paseq suoijesado [ewJou

J0J |9A3] 3y1 ‘|ewndo jo juad43d 06 Aj@1ewixoidde
1€ Y|4H pue SNS 404 suojzesado uoddns |jim Suipun4

“"I4H pue SNS 1e suoesado oddns [|Im 1sanbay sy

“"|4H pue SNS e suoljesado spoddns Suipuny syl

VT ITS-

¥SL'08TS

000°26TS

$924n0S U0JINaN XN|4-ysiH

"9AleIul

JAeYg 9y Jopun saiyljiqeded jo Juswdo|anap
Buipnjoul ‘suasn Joj uoddns jyeis suiziyuod
‘1oddns [euoijesado aziwiido ||Im sailljoed

"aul|9seq 8TOT A4 UO paseq suoijedado [ew.ou

J0} |3A3] 3y1 ‘lewnndo jo juadiad g e suolesado
TYSS PUe |I-SISN ‘STV ‘SdV ‘S107 Hoddns |jim Suipuny

"(14SS pue ‘UI-SISN ‘S1V ‘SdV ‘S101) s@24nos
1y31| S39 914 18 suoyesado oddns |[Im 1sanbay ay

(19SS pue ‘[I-S1SN ‘S1V ‘SdV ‘S1D17) s@24nos
1y31] S39 914 18 suolyedado suoddns Suipuny 9y

G/S'STS-

STY'60SS

000°SZSS

$924n0S Y317 Aey-x

T6T9TS+

6682v0‘TS

L0L920°T$

(3nS) sanideS J9sn ARUAIdS

pa1eu3 TZOZ Ad SA 1sanbay €20T A4
sa3uey) jo uoneue|dxy

1sanbay €702 A4

paoeul 1¢0¢ Ad

(spuesnoyy ui ssejjop)

(4ns) sa1mde4 13sn ay1IU3IS
s2ouads ASiau3 oiseg

sa8uey) jo uoneue|dx3y pue SAHAIY




uoneaysnf 198png jeuoissaisuo) €£20¢ Ad

€TT

s90ualds ASi1au3 o1seg/aoualdg

's1o9foud 3|\ uoirezijerideday DYSN pue [I-LXIN dY1
Joj s9|1y04d Suipuny aulaseq ay3 oddns |jim Suipund

"720T Ad Ut Ajes jenoudde €/z-a)

4o} Sujuue|d aJe s303foad yrog ‘SOYSN ay3 4oy 13foud
uonezijeyidedas ay3 pue INg 1e (11-LX3N) II-SISN

Joy 109(oud auljweaq ayl anu1uod ||IMm 1sanbay ay |

*120Z/ST/¥ uo |enosdde yg/T
-dD paAIadad 33foad ay] ‘syuawaundoud sjqissod pue

‘saiyAoe 3unuoddns uayjo ‘8uidAloloud ‘Bursssuldus
‘uI1Sap ‘Y YIM SaNUIIU0I OS|e SOYSN Y3 40}
109(04d uoinyezijeydedal ay] ‘syuswaindoad pes| Suo)
9|qissod pue ‘saiyAide 3uiioddns sayio ‘SuidAyoyoud
‘@gy yum 8uoje anuinuod |Im ||-1X3N 404 J4om udisag
‘AJojesoqe jeuolieN uaneyyooug e (JI-LX3N) 1I-S1SN
J0J 199[0ud auljweaq ayi syoddns Suipuny ay

00S'6ES+

000°0S$

00S0TS

juawdinb3 jo sway| Jolep

*S913IAI30E 959y} 404 sue|d
109foud Aseuiwijaad Juoddns |[1m DdO “ING 1e 13(oud

H1-LX3N 11-S1SN @Y1 pue INYO 1e 193[oad YAd-HI4H
9y3 Joj Suiuue|d jo uoinieniul ay3 oddns |jim Suipund

“INg 3e 33(04d (J1I-LX3N)

111-s]00] [eyudwiiadx3 (11-STSN) [1-924n0S 3y3I
u0J304yduAs [euoiieN ay3i pue INYO e 33(oid (YAd
-4|4H) 3uswade|day |95SaA 3INSSald J030eay 9d0310S|
Xn|4 Y3IH Y3 404 DO sdieniul os|e 1sanbay ayl Iv1S
1e 103f0ud (4IAHD) Allj1de4 DdoURUDLUIRIA pUE Jleday
9|npowoAl) ay3 pue “INY 1e 13foud (N-Sdv) apessdn
92JN0S U010Yd PIJUBAPY 3yl “INYO 3e 109[oad
uollels 198.4e | puoIdS Byl ‘DS 1e 33foad IH-|1-S1D7
9Y3 404 5350)) 193[04(d Joy30 140oddns ||1m 1sanbay ayl

V1S 1e 193(oud

(4 ¥D) Adjioeq sdoueuaiuleln pue Jieday ajnpowoAl)
9y} pue ‘Auojesoqe |euoneN aspiy yeQ e 1afoud
uolels 1984e] puodas ‘Alojesoqe] jeuoneN adpry

3eO 18 Ndd ‘Alolesoge J031esa|220y |[BUOIIEN JVS 18
199(04d IH-11-S1D7 9Y3 404 SNUIIUOI $3S0)) 33[04d J9Y10

00S'T$-

00S°LTS

000°6TS

$150) 193[04d J3Y10

paeu] TzZ0T Ad sA 1sanbay €202 A4
sa8uey) jo uoneue|dx3

1sanbay €702 A4

pa1eul TZ0¢ Ad

(spuesnoya ui ssejjop)




uoneaysnf 198png jeuoissaisuo) €£20¢ Ad

Vit

s90ualds ASi1au3 o1seg/aoualdg

‘swnibo.id (411S) 12fsupi Abojouysa |

ssauisng |[pws pup (Y]gs) Y24pasay uoipaAouu| ssauisng [jpuws ayl Jof buipunf (@) 1uawidojanap pup ya4pasaJ fo 1ua24ad G9°c sapnjaul ‘anoqo wnaboadgns ayi Jof buipund
310N

"SUOIINHISUI PUB SIIHUNWWOI
pa3udsaJdauiapun ul Ya4easad apn|dul [|IM JUSWISIAU|
's}eaJy1 |ed130|01q 03 SsauaAlsuodsal 404 saljigeded
A11j10e) 31qRUS 01 DARRINUI JARYY Y3 oddns

|I!m Suipun4siSAjeue ejep awi} [eaJ pUB UOlleWOINE
juswIadxa pue ‘sanpsoudoud ‘|043u0d ‘uoneziwido
J031eJ3[228 SulpNn|dul ‘S31}|1DR) JASN S3g By e
s98ua||eYd UOI1BWIO4U] pUB BIEP SSDIPPE 03 5|00} pue
SPOY3IaW 32UIIS eIep 4O JusWdO|IAIP SY3 SNUIUOD
0s|e [|IM Suipun4 "ydJeasad J1413UdI0S 40} SD13|108)
paseq-1031eJ3|922e padueApe pue aAIsusayaidwod
1SoW s pldom ay1 apinoid 03 anujauod 03 saidojouydal
J01BJ3|922. 24N3NJ Ul JUBWIISIAU] Joddns |jim Suipund

‘s3eaJlyy |eai3o0joiq

03 9suodsau 404 san|iqeded 3ujjgeua apnjoul

01 puedxa ||IM Yd2JeasaJ ‘uollppe u| '$924nos

uojoud Alsuaiul ySiy ul pue s324n0S UOJIID|D JUD4IND
y3iy pue ssauysuqg y3iy Aiaa ui sjuswanosdwi
1uedlyIusis o1 pea| 1eyl ASojouydal pue a3ualds
J01eJ9[9I0. Ul S9IUBAPE dAIBWIO)SUR) 9zIseydwa
[I!M ydJeasay sisAjeue ejep pue ‘sajpsoudoud ‘|oJauod
‘uoneziwido J01eia|220e 01 Sanbiuyda] 92U3IDS

ejep jo suonedijdde pue ‘quou) 9ABM JUD49Y0D Y3
aAJasaud pue peoj 1eay y3iy ajpuey ued 1eyy sonndo
‘a)eJ N0 pead Y31y yum $10319919p ‘Juswadueyus
9ouewJopad apniusew JO S19pJOo [eJdaAds apirosd
1BY1 SaWaYIS T34 POpaas PadUBAPE J0) SAIMAILDE
yateasals Ayond-ydiy 14oddns |jim 3sanbay ay

'$924n0s uoloud Ayjisualul ysiy

Ul PUB $32JN0S U0J1I3|3 1Ua44nd Y3y pue ssauysiiq
ysiy Auan ui syuswanosdwi Juediiudis ol pes|

1e43 ASojouyda} pue 33u313S J01eJID|III. U] SAIUBAPE
dAI3eWIO)SUBIY dzISeydwa ||Im YdJeasay ‘SisAjeue ejep
pue ‘saj3soudoud ‘|0J3u0d ‘uoiiezjwizdo Jolela|ade
03 sanbiuysay Sujuues)| suydsew jo suoljedijdde pue
uol3eIUdWNIISUI $213d0 pUE $1030933P ‘JUBWSIUBYUD
92uew.Jo4iad spniudew Jo SI9pJO |BIDASS dpiaod
1BY1 S9WSYDS 134 PIPO3S PIdUBAPE U0} SIHAILOE
yaJeasads Ayuond-ydiy syuoddns Suipuny syl

657’65+

99¥'0SS

LOT'TYS

yoleasay

paeu] TzZ0T Ad sA 1sanbay €202 A4
sa8uey) jo uoneue|dx3

1sanbay €702 A4

pa1eul TZ0¢ Ad

(spuesnoya ui ssejjop)



Basic Energy Sciences
Construction

Description

Accelerator-based x-ray light sources, accelerator-based pulsed neutron sources, and reactor-based neutron sources are
essential user facilities that enable critical DOE mission-driven science, including research in support of clean energy, as well
as research in response to national priorities such as the COVID-19 pandemic. These user facilities provide the academic,
laboratory, and industrial research communities with the tools to fabricate, characterize, and develop new materials and
chemical processes to advance basic and applied research, advancing chemistry, physics, earth science, materials science,
environmental science, biology, and biomedical science. Regular investments in construction of new user facilities and
upgrades to existing user facilities are essential to maintaining U.S. leadership in these research areas.

21-5C-10, Cryomodule Repair & Maintenance Facility (CRMF), SLAC

The CRMF project will provide a much needed capability to maintain, repair, and test superconducting radiofrequency (SRF)
accelerator components. These components include but are not limited to superconducting RF cavities and cryomodules
that make up the new superconducting accelerator being constructed by the LCLS-1l and LCLS-II-HE projects, high brightness
electron injectors, and superconducting undulators. The facility will provide for the full disassembly and repair of the SRF
cryomodule; the ability to disassemble, clean, and reassemble the SRF cavities and cavity string; testing capabilities for the
full cryomodule; and separate testing capabilities for individual SRF cavities. To accomplish this, the project is envisioned to
require a 19,000 to 25,000 gross square foot building to contain the necessary equipment. The building will need a concrete
shielded enclosure for cryomodule testing, a control room, a vertical test stand area for testing SRF cavities and
components, supplied with cryogenic refrigeration and a distribution box which is connected to a source of liquid helium
and will distribute liquid helium within the CRMF building, cryomodule fixtures used to insert and remove the cold mass
from the cryomodule vacuum vessel, a cleanroom partitioned into class 10 and class 1000 areas, a loading and cryomodule
preparation area, storage areas, and a 15 ton bridge crane for moving equipment from one area to another within the
building. The project received CD-0, Approve Mission Need, on December 6, 2019, with a current TPC range of
$70,000,000-$98,000,000. A combined CD-1/3A is projected for 2Q FY 2023.

19-SC-14, Second Target Station (STS), ORNL

The STS project will expand SNS capabilities for neutron scattering research by exploiting part of the higher SNS accelerator
proton beam power (2.8 MW) enabled by the PPU project. The STS will be a complementary pulsed source with a narrow
proton beam which increases the proton beam power density compared to the first target station (FTS). This dense beam of
protons, when deposited on a compact, rotating, water-cooled tungsten target, will create neutrons through spallation and
direct them to high efficiency coupled moderators to produce an order of magnitude higher brightness cold neutrons than
were previously achievable. By optimizing the design of the instruments with advanced neutron optics, optimized geometry
for 15 Hz operation, and advanced detectors, the detection resolution will be up to two orders of magnitude higher,
enabling new research opportunities. The project received CD-1, Approve Alternative Selection and Cost Range, on
November 23, 2020, which established the approved TPC range of $1,800,000,000-$3,000,000,000 and CD-2, Approve
Performance Baseline, is expected 2Q FY 2025.

18-SC-10, Advanced Photon Source Upgrade (APS-U), ANL

The APS-U project will provide scientists with an x-ray source possessing world-leading transverse coherence and extreme
brightness. The magnetic lattice of the APS storage ring will be upgraded to a multi-bend achromat configuration to provide
100-1000 times increased x-ray brightness and coherent flux. At least seven new x-ray beamlines will be installed and
several existing beamlines will be upgraded to take advantage of the enhanced x-ray properties. APS-U will ensure that the
APS remains a world leader in hard x-ray science. The project received CD-3, Approve Start of Construction, on July 25,
2019, with a Total Project Cost (TPC) of $815,000,000 and CD-4, Approve Project Completion, projected in 2Q FY 2026.

18-SC-11, Spallation Neutron Source Proton Power Upgrade (PPU), ORNL

The PPU project will double the proton beam power capability of the Spallation Neutron Source (SNS) from 1.4 megawatts
(MW) to 2.8 MW by fabricating and installing seven new superconducting radio frequency (SRF) cryomodules and
supporting RF equipment, upgrade the first target station to accommodate beam power up to 2 MW, and deliver a 2 MW-
qualified target. The high voltage converter modulators and klystrons for some of the existing installed RF equipment will
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be upgraded to handle the higher beam current. The accumulator ring will be upgraded with minor modifications to the
injection and extraction areas. The improved target performance at the increased beam power of 2 MW is enabled by the
addition of a new gas injection system and a redesigned mercury target vessel. The project received CD-3, Approve Start of
Construction, on October 6, 2020, with a Total Project Cost (TPC) of $271,567,000 and CD-4, Approve Project Completion,
expected in 4Q FY 2028.

18-SC-12, Advanced Light Source Upgrade (ALS-U), LBNL

The ALS-U project will upgrade the existing ALS facility by replacing the existing electron storage ring with a new electron
storage ring based on a multi-bend achromat lattice design, which will provide a soft x-ray source that is up to 1000 times
brighter and with a significantly higher coherent flux fraction. ALS-U will leverage two decades of investments in scientific
tools at the ALS by making use of the existing beamlines and infrastructure. ALS-U will ensure that the ALS facility remains a
world leader in soft x-ray science. The project received CD-3A, Approve Long Lead Procurements, on December 19, 2019.
The project received CD-2, Approve Performance Baseline, on April 2, 2021, with a Total Project Cost (TPC) of $590,000,000
and CD-3, Approve Start of Construction, is expected in 1Q of FY 2023.

18-SC-13, Linac Coherent Light Source-ll-High Energy (LCLS-1I-HE), SLAC

The LCLS-II-HE project will increase the energy of the superconducting linac currently under construction as part of the
LCLS-II project from 4 giga-electronvolts (GeV) to 8 GeV and thereby expand the high repetition rate operation (1 million
pulses per second) of this unique facility into the hard x-ray regime (5-12 keV). LCLS-II-HE will add new and upgraded
instrumentation to augment existing capabilities and upgrade the facility infrastructure as needed. The LCLS-II-HE project
will upgrade and expand the capabilities of the LCLS-1l to maintain U.S. leadership in ultrafast x-ray science. The project
received CD-3A, Approve Long Lead Procurements, on May 12, 2020, with the TPC range of $290,000,000-5480,000,000.
Between CD-3A and the current budget process, the TPC estimate has increased to $660,000,000 as a result of a maturing
design effort that identified additional costs across the project scope, added scope for a new superconducting electron
source, and increased the project’s contingency to address several future risks. The LCLS-II-HE project continues to assess
the impact of COVID-19 on the project’s cost and schedule. A combined CD-2/3 approval is projected for 4Q FY 2023 and
CD-4 is projected for 2Q FY 2031.
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Basic Energy Sciences
Major Items of Equipment Description(s)

Scientific User Facilities (SUF) MIEs:

NSLS-II Experimental Tools-1l (NEXT-II) Project

The NEXT-II project will add three world-class beamlines to the NSLS-II Facility as part of a phased buildout of beamlines to
provide advances in scientific capabilities for the soft x-ray user community. These beamlines will focus on the techniques
of coherent diffraction imaging, soft x-ray spectromicroscopy, and nanoscale probes of electronic excitations. The project
received CD-2, Approve Performance Baseline, and CD-3, Approve Start of Construction, on October 13, 2021. The
approved total project cost is $94,500,000. The FY 2023 Request of $25,000,000 will continue R&D, prototyping, other
supporting activities, and construction/equipment procurements. The project is planning for CD-4 approval early in FY 2027.

Nanoscale Science Research Center (NSRC) Recapitalization Project

The NSRCs started early operations in 2006-2007 and now, over a decade later, instrumentation recapitalization is needed
to continue to perform cutting edge science to support and accelerate advances in the fields of nanoscience, materials,
chemistry, and biology. The recapitalization will also provide essential support for quantum information science and
systems. The project received a combined CD-1, Approve Alternative Selection and Cost Range, and CD-3A, Approve Long-
Lead Procurements, on April 15, 2021. The current total project cost range is $70,000,000 to $95,000,000 with a point
estimate of $80,000,000. The FY 2023 Request of $25,000,000 will continue R&D, design, engineering, prototyping, other
supporting activities, and construction/equipment procurements. The project is planning for CD-2/3 approval in FY 2022.
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21-SC-10, Cryomodule Repair & Maintenance Facility (CRMF), SLAC
SLAC National Accelerator Laboratory
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Cryomodule Repair and Maintenance Facility (CRMF) project at SLAC National Accelerator

Laboratory is $10,000,000 of Total Estimated Cost (TEC) funding. This project has a preliminary Total Project Cost (TPC) range
of $70,000,000 to $98,000,000. These cost ranges encompass the most feasible preliminary alternatives at this time. The
current preliminary TPC estimate for this project is $94,000,000.

Significant Changes
CRMF was initiated in FY 2021. The most recent DOE Order 413.3B approved Critical Decision (CD) is CD-0, Approve Mission

Need, approved on December 6, 2019. This Construction Project Data Sheet (CPDS) is an update of the FY 2022 CPDS and
does not include a new start for FY 2023.

FY 2021 funding launched the alternatives analysis and conceptual design activities required for CD-1. The FY 2022 Request
continues the analysis of alternatives and matures the conceptual design with expertise from an architectural and
engineering (AE) firm. The FY 2023 Request will support planning, engineering, design, R&D, prototyping, long-lead
procurements, site preparations for civil construction, and preparing for CD-1 combined with CD-3A long-lead
procurements for the cryoplant.

A Federal Project Director, certified to Level |, has been assigned to this project.

Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete
Complete Complete
FY 2021 12/6/19 | 1QFY 2021 | 1QFY 2021 | 1QFY 2022 | 4QFY 2022 | 1QFY 2023 N/A 1QFY 2027
FY 2022 12/6/19 | 4QFY 2022 | 4QFY 2022 | 4QFY 2023 | 2Q FY 2024 | 2QFY 2024 N/A 4Q FY 2028
FY 2023 12/6/19 | 1QFY 2023 | 2Q FY 2023 | 1QFY 2025 | 4QFY 2024 | 1QFY 2025 N/A 4Q FY 2028

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range

Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)

CD-1 — Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)

CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work

CD-4 — Approve Start of Operations or Project Closeout

Science/Basic Energy Sciences/
21-SC-10, Cryomodule Repair & Maintenance
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Performance
Fiscal Year Baseline CD-3A
Validation

FY 2021 4Q FY 2021 1Q FY 2022
FY 2022 4Q FY 2023 4Q FY 2023
FY 2023 4Q FY 2024 2Q FY 2023

CD-3A — Approve Long-Lead Procurements: As the project planning and design matures, long lead procurement may be requested to
mitigate cost and schedule risk to the project.

Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Con::ﬁ::tion TEC, Total Exc:)pp;cls &D OPC, Total TPC
FY 2021 4,000 66,000 70,000 10,000 10,000 80,000
FY 2022 7,000 81,000 88,000 10,000 10,000 98,000
FY 2023 5,600 84,700 90,300 3,700 3,700 94,000

Note:
- This project has not received CD-2 approval; therefore, funding estimates are preliminary.

2. Project Scope and Justification

Scope
The preliminary scope of the CRMF project is to construct a building to support the repair, maintenance, and testing of

superconducting radiofrequency (SRF) accelerator components. These components may include but are not limited to SRF
cavities and cryomodules, future capabilities for high brightness electron injectors, and superconducting undulators. The
requirements will be refined as the project matures. The initial concept includes a building with a concrete shielded
enclosure for cryomodule testing, a control room, a vertical test stand area for testing SRF cavities and components,
supplied with cryogenic refrigeration and a distribution box, cryomodules handling fixtures used to insert and remove the
cold mass from the cryomodule vacuum vessel, a cleanroom partitioned into class 10 and class 1000 areas, a loading and
cryomodule preparation area, storage areas, and a 15 ton bridge crane for moving equipment from one area to another
within the building.

The project includes the potential for later installation of a dedicated SRF electron injector development and test area,
which requires extending the envisioned building length by 30 feet, a 40 mega-electronvolt (MeV) SRF linac to provide the
equipment and diagnostics necessary for an integrated injector test stand, and equipment to refurbish and test the niobium
SRF cavities. The project is pre-CD-2; the scope included in the alternative selection and cost range will be refined at CD-1.

Justification

SC, through the two current BES construction projects, LCLS-1l and LCLS-II-HE, is making over a $1,800,000,000 capital
investment in an SRF linac at SLAC to support the science mission of DOE. The LCLS-II project is providing a 4 GeV SRF-based
linear accelerator capable of providing 1 megahertz (MHz) electron pulses to create a free electron, x-ray laser. This
machine contains 35 SRF cryomodules to accelerate the electrons to 4 GeV. The LCLS-II-HE will increase the energy of the
LCLS-1l linac to 8 GeV by providing an additional 20-23 SRF cryomodules of a similar design to the LCLS-Il ones but operating
at a higher accelerating gradient. SLAC has partnered with Fermi National Accelerator Laboratory (FNAL) and the Thomas
Jefferson National Accelerator Facility (TINAF) to provide the accelerating cryomodules. FNAL and TINAF produce the
cryomodules making use of specialized fabrication, assembly, and test capabilities available there. To make any repairs, the
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facilities must currently send the cryomodules back to either FNAL or TINAF at an increased risk of damage, cost, and
schedule delays.

The initial assumption was that cryomodules could be shipped back to the partner laboratories as needed for maintenance
at a rate of 1 to 2 cryomodules per year. However, during construction of the LCLS-I facility it was determined that
cryomodules could be damaged during transportation; transportation of cryomodules for repairs during operations would
pose a risk to reliable facility operations. This approach also assumed that either FNAL or TINAF would have the
maintenance capabilities available when needed. At this time, the two partner laboratories have informed SLAC that they
will need 6 to 12 months of advance notice to schedule maintenance or repairs to the SLAC hardware.

The proposed CRMF is designed to meet these challenges and will provide the capability to repair, maintain, and test SRF
accelerator components, primarily the SRF cryomodules that make up the new superconducting accelerator being
constructed by the LCLS-1I and LCLS-II-HE construction projects. The facility will provide for the full disassembly and repair of
the SRF cryomodule; the ability to disassemble, clean, and reassemble the SRF cavities and cavity string; testing capabilities
for the full cryomodule; and separate testing capabilities for individual SRF cavities.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.

Key Performance Parameters (KPPs)

The KPPs are preliminary and may change as the project continues towards CD-2. At CD-2 approval, the KPPs will be
baselined. The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The
Objective KPPs represent the desired project performance. Achievement of the Threshold KPPs will be a prerequisite for
approval of CD-4, Project Completion.

Performance Measure Threshold Objective
Conventional Facilities Building Area 19,000 gross square feet 25,000 gross square feet
Electron Beam Energy 50 MeV 128 MeV
Cryogenic Cooling Capacity at 2K 100 Watts 250 Watts
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)
FY 2021 1,000 1,000 -
FY 2022 1,000 1,000 -
FY 2023 3,600 3,600 3,000
Outyears - - 2,600
Total, Design (TEC) 5,600 5,600 5,600
Construction (TEC)
FY 2023 6,400 6,400 4,000
Outyears 78,300 78,300 80,700
Total, Construction (TEC) 84,700 84,700 84,700
Total Estimated Cost (TEC)
FY 2021 1,000 1,000 -
FY 2022 1,000 1,000 -
FY 2023 10,000 10,000 7,000
Outyears 78,300 78,300 83,300
Total, TEC 90,300 90,300 90,300
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2021 1,000 1,000 59
FY 2022 2,000 2,000 800
FY 2023 - - 1,000
Outyears 700 700 1,841
Total, OPC 3,700 3,700 3,700
Science/Basic Energy Sciences/
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2021 2,000 2,000 59
FY 2022 3,000 3,000 800
FY 2023 10,000 10,000 8,000
Outyears 79,000 79,000 85,141
Total, TPC 94,000 94,000 94,000
4. Details of Project Cost Estimate
(dollars in thousands)
Current Total Previous Total Or.iginal
Estimate Estimate Vallda.ted
Baseline
Total Estimated Cost (TEC)
Design 4,000 5,650 N/A
Design - Contingency 1,600 1,350 N/A
Total, Design (TEC) 5,600 7,000 N/A
Site Preparation 8,800 8,000 N/A
Equipment 26,160 7,400 N/A
Other Construction 25,500 46,850 N/A
Construction - Contingency 24,240 18,750 N/A
Total, Construction (TEC) 84,700 81,000 N/A
Total, TEC 90,300 88,000 N/A
Contingency, TEC 25,840 20,100 N/A
Other Project Cost (OPC)
Conceptual Planning 500 500 N/A
Conceptual Design 1,700 5,500 N/A
Start-up 500 1,500 N/A
OPC - Contingency 1,000 2,500 N/A
Total, Except D&D (OPC) 3,700 10,000 N/A
Total, OPC 3,700 10,000 N/A
Contingency, OPC 1,000 2,500 N/A
Total, TPC 94,000 98,000 N/A
(T;’égi OC: z_')t'" gency 26,840 22,600 N/A
Science/Basic Energy Sciences/
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5. Schedule of Appropriations Requests
(dollars in thousands)

Fiscal Year | Type \::)r: FY2021 | FY2022 | FY2023 | Outyears | Total
TEC — 1,000 — — 69,000 70,000
FY 2021 OPC — 1,000 — — 9,000 10,000
TPC — 2,000 — — 78,000| 80,000
TEC — 1,000 1,000 — 86,000/ 88,000
FY 2022 OPC — 1,000 2,000 — 7,000 10,000
TPC — 2,000 3,000 — 93,000 98,000
TEC — 1,000 1,000 10,000 78,300| 90,300
FY 2023 OPC — 1,000 2,000 — 700 3,700
TPC — 2,000 3,000 10,000 79,000| 94,000

Note:
- This project has not received CD-2 approval; therefore, funding estimates are preliminary.

6. Related Operations and Maintenance Funding Requirements

Start of Operation or Beneficial Occupancy FY 2028
Expected Useful Life 25 years
Expected Future Start of D&D of this capital asset FY 2053

Related Funding Requirements
(dollars in thousands)

Annual Costs Life Cycle Costs
Previous Total Current Total Previous Total Current Total
Estimate Estimate Estimate Estimate
CR)eps;?rtlons, Maintenance and 5,500 5,500 286,000 137,500

Additional operations and maintenance costs are expected above the estimated costs to operate the LCLS-II facility. The
estimate will be updated and additional details will be provided after CD-1, Approve Alternate Selection and Cost Range.

7. D&D Information

At this stage of project planning and development, SC anticipates that a new 18,600 to 25,000 gross square feet building
may be constructed as part of this project.
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8. Acquisition Approach

The CRMF Project will be sited at the SLAC National Accelerator Laboratory and is being acquired under the existing DOE
Management and Operations contract.

SLAC is preparing a Conceptual Design Report for the CRMF project and has the required project management systems in
place to execute the project.

Preliminary cost estimates are based on similar facilities at other national laboratories, to the extent practicable. The
project will fully exploit recent cost data from similar operating facilities in planning and budgeting. SLAC or partner
laboratory staff may assist with completing the design of the technical systems. The selected contractor and/or
subcontracted vendors with the necessary capabilities will fabricate technical equipment. All subcontracts will be
competitively bid and awarded based on best value to the government.

Lessons learned from other SC projects and other similar facilities will be exploited fully in planning and executing CRMF.
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19-SC-14, Second Target Station (STS), ORNL
Oak Ridge National Laboratory, Oak Ridge, Tennessee
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for Second Target Station (STS) project is $32,000,000 of Total Estimated Cost (TEC) funding and

$5,000,000 of Other Project Costs (OPC) funding. This project has a preliminary Total Project Cost (TPC) range of
$1,800,000,000 to $3,000,000,000. This cost range encompasses the most feasible preliminary alternatives. The current
preliminary TPC estimate is $2,242,000,000.

Significant Changes

STS was initiated in FY 2019. The most recent DOE Order 413.3B approved Critical Decision (CD) is CD-1, Approve
Alternative Selection and Cost Range, approved on November 23, 2020. This Construction Project Data Sheet (CPDS) is an
update of the FY 2022 CPDS and does not include a new start for FY 2023.

In FY 2021, the project received CD-1 and continued planning, R&D, design, engineering, and other activities required to
advance the STS project toward CD-2. The focus was maturing the accelerator, target, instrument, controls, and
conventional civil construction subsystems. A commercial Architect/Engineer (AE) firm was contracted to assist in advancing
the planning, engineering, and design. Proposals from scientific community teams for world-class instrument concepts were
reviewed and eight were selected for inclusion in the project planning. In FY 2022, the project continues planning, R&D, and
engineering to assist in maturing the project design, scope, cost, schedule and key performance parameters with continued
emphasis on advancing the accelerator, target, instrument, controls, and conventional civil construction subsystems.

FY 2023 funds will support advancing the highest priority R&D and design activities including the proton accelerator
extraction magnets and power supplies, proton beam window, and neutron optics systems, the Target and Moderator
Reflector assemblies, the Bunker Shielding and components, design of the Integrated Control Systems and the design of the
machine and personnel protection systems. Due to the extension of the project duration beyond initial projections, the
project and program are evaluating the best approach to deliver threshold performance.

A Federal Project Director, certified to level lll, has been assigned to this project and has approved this CPDS.
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Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete Complete (CEnE
FY 2020 1/7/09 2Q FY 2022 | 2Q FY 2022 | 2QFY 2023 | 2QFY 2025 | 2Q FY 2024 N/A 4Q FY 2031
FY 2021 1/7/09 2Q FY 2021 | 2QFY 2021 | 3QFY 2024 | 3QFY 2026 | 3QFY 2025 N/A 2Q FY 2032
FY 2022 1/7/09 4/30/21 11/23/20 2Q FY 2025 | 4Q FY 2029 | 2QFY 2025 N/A 2Q FY 2037
FY 2023 1/7/09 4/30/21 11/23/20 2Q FY 2025 | 4QFY 2029 | 2QFY 2025 N/A 2Q FY 2037
CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range
Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)
CD-1 — Approve Alternative Selection and Cost Range
CD-2 — Approve Performance Baseline
Final Design Complete — Estimated/Actual date the project design will be/was complete(d)
CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work
CD-4 — Approve Start of Operations or Project Closeout
Project Cost History
(dollars in thousands)
Fiscal Year | TEC, Design Con::tf;:tion TEC, Total Exc:):tcls 2D OPC, Total TPC
FY 2020 65,500 1,138,500 1,204,000 45,300 45,300 1,249,300
FY 2021 65,500 1,158,200 1,223,700 45,300 45,300 1,269,000
FY 2022 333,000 1,810,000 2,143,000 99,000 99,000 2,242,000
FY 2023 332,757 1,810,243 2,143,000 99,000 99,000 2,242,000
Note:

- This project has not received CD-2 approval; therefore, funding estimates are preliminary.

2. Project Scope and Justification

Scope
To address the gap in advanced neutron sources and instrumentation, the STS project will design, build, install, and test the

equipment necessary to provide the four primary elements of the new Spallation Neutron Source (SNS) facility: the neutron
target and moderators; the accelerator systems; the instruments; and the conventional facilities. Costs for acceptance
testing, integrated testing, and initial commissioning to demonstrate achievement of the Key Performance Parameters
(KPPs) are included in the STS scope. The STS will be located in unoccupied space east of the existing First Target Station
(FTS). The project requires approximately 350,000 ft2 of new buildings, making conventional facility construction a major
contributor to project costs.

Justification

The Basic Energy Sciences (BES) mission is to “support fundamental research to understand, predict, and ultimately control
matter and energy at the electronic, atomic, and molecular levels in order to provide the foundations for new energy
technologies and to support DOE missions in energy, environment, and national security.” BES accomplishes its mission in
part by operation of large-scale user facilities consisting of a complementary set of intense x-rays sources, neutron
scattering centers, electron beam characterization capabilities, and research centers for nanoscale science.
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In the area of neutron science, the scientific community conducted numerous studies since the 1970’s that have established
the scientific justification and need for a very high-intensity pulsed neutron source in the U.S. Since 2007, when it began its
user program at Oak Ridge National Laboratory (ORNL), the SNS has been fulfilling this need. In accordance with the 1996
Basic Energy Sciences Advisory Committee (BESAC) (Russell Panel) Report recommendation, SNS has many technical
margins built into its systems to facilitate a power upgrade into the 2-4 megawatt (MW) range to maintain its position of
scientific leadership in the future.

An upgraded SNS would enable many advances in the opportunities described in the 2015 BESAC report “Challenges at the
Frontiers of Matter and Energy: Transformative Opportunities for Discovery Science.” ORNL held four workshops to assess
the neutron scattering needs in quantum condensed matter, soft matter, biology, and the frontiers in materials discovery.
These four areas encompass and directly map to the transformative opportunities identified in the BES Grand Challenges
update. Quantum materials map most directly to harnessing coherence in light and matter, while soft matter and biology
are aligned primarily with mastering hierarchical architectures and beyond-equilibrium matter, and frontiers in materials
discovery explored many of the topics in beyond ideal materials and systems: understanding the critical roles of
heterogeneity, interfaces, and disorder. As an example, while neutrons already play an important role in the areas of
biology and soft matter, step change improvements in capability will be required to make full use of the unique properties
of neutrons to meet challenges in mastering hierarchical architectures and beyond-equilibrium matter and understanding
the critical roles of heterogeneity and interfaces. The uniform conclusion from all workshops was that in the areas of
science covered, neutrons play a unique and pivotal role in understanding structure and dynamics in materials required to
develop future technologies.

The STS will feature a proton beam that is highly concentrated to produce a very high-density beam of protons that strikes a
rotating solid tungsten target. The produced neutron beam illuminates moderators located above and below the target that
will feed up to 22 experimental beamlines (eight within the STS project scope) with neutron beams conditioned for specific
instruments. The small-volume cold neutron moderator system is geometrically optimized to deliver higher peak brightness
neutrons.

The SNS Proton Power Upgrade (PPU) project, requested separately, will double the power of the SNS accelerator complex
to 2.8 MW so that STS can use one out of every four proton pulses to produce cold neutron beams with the highest peak
brightness of any current or projected neutron sources. The high-brightness pulsed source optimized for cold neutron
production will operate at 15 Hz (as compared to FTS, which currently operates at 60 Hz, but will operate at 45
pulses/second when STS is operating) to provide the large time-of-flight intervals corresponding to the broad time and
length scales required to characterize complex materials. The project will provide a series of kicker magnets to divert every
fourth proton pulse away from the FTS to a new line feeding the STS. Additional magnets will further deflect the beam into
the transport line to the new target. A final set of quadrupole magnets will tailor the proton beam shape and distribution to
match the compact source design.

An initial set of eight best-in-class instruments, developed with input from the user community, are largely built on known
and demonstrated technologies but will need some research and development to deliver unprecedented levels of
performance. Advanced neutron optics designs are needed for high alignment and stability requirements. The lower
repetition rate of STS pushes the chopper design to larger diameter rotating elements with tighter limits on allowed
mechanical vibration. The higher peak neutron production of STS will put a greater demand on neutron detector
technology.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.
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Key Performance Parameters (KPPs)

The KPPs are preliminary and may change as the project continues towards CD-2. At CD-2 approval, the KPPs will be
baselined. The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The
Objective KPPs represent the desired project performance. Achievement of the Threshold KPPs will be a prerequisite for

approval of CD-4, Project Completion.

Performance Measure

Threshold

Objective

Demonstrate independent control of the
proton beam on the two target stations

Operate beam to FTS at 45 pulses/s,
with no beam to STS. Operate beam
to STS at 15 Hz, with no beam to
FTS. Operate with beam to both
target stations 45 pulses/s at FTS
and 15 Hz at STS

Operate beam to FTS at 45 pulses/s,
with no beam to STS. Operate beam
to STS at 15 Hz, with no beam to
FTS. Operate with beam to both
target stations 45 pulses/s at FTS
and 15 Hz at STS

Demonstrate proton beam power on STS
at 15 Hz

100 kW beam power

700 kW beam power

Measure STS neutron brightness

peak brightness of
2 x 103n/cm?/sr/A/s at 5 A

peak brightness of
2 x 10%n/cm?/sr/A/s at 5 A

Beamlines transitioned to operations

8 beamlines successfully passed the
integrated functional testing per the
transition to operations parameters
acceptance criteria

> 8 beamlines successfully passed
the integrated functional testing per
the transition to operations
parameters acceptance criteria
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)

FY 2019 1,000 1,000 -

FY 2020 20,000 20,000 -

FY 2021 29,000 29,000 20,360

FY 2022 32,000 32,000 46,000

FY 2023 32,000 32,000 45,000

Outyears 218,757 218,757 221,397
Total, Design (TEC) 332,757 332,757 332,757
Construction (TEC)

Outyears 1,810,243 1,810,243 1,810,243
Total, Construction (TEC) 1,810,243 1,810,243 1,810,243
Total Estimated Cost (TEC)

FY 2019 1,000 1,000 -

FY 2020 20,000 20,000 -

FY 2021 29,000 29,000 20,360

FY 2022 32,000 32,000 46,000

FY 2023 32,000 32,000 45,000

Outyears 2,029,000 2,029,000 2,031,640
Total, TEC 2,143,000 2,143,000 2,143,000
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2016 5,941 5,941 3,069
FY 2017 62 62 2,818
FY 2018 4,802 4,802 250
FY 2019 5,000 5,000 6,262
FY 2020 17,000 17,000 10,917
FY 2021 13,000 13,000 5,916
FY 2022 - - 10,353
FY 2023 5,000 5,000 5,769
Outyears 48,195 48,195 53,646
Total, OPC 99,000 99,000 99,000
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2016 5,941 5,941 3,069
FY 2017 62 62 2,818
FY 2018 4,802 4,802 250
FY 2019 6,000 6,000 6,262
FY 2020 37,000 37,000 10,917
FY 2021 42,000 42,000 26,276
FY 2022 32,000 32,000 56,353
FY 2023 37,000 37,000 50,769
Outyears 2,077,195 2,077,195 2,085,286
Total, TPC 2,242,000 2,242,000 2,242,000
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4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda‘ted
Baseline
Total Estimated Cost (TEC)
Design 258,000 256,500 N/A
Design - Contingency 74,757 76,500 N/A
Total, Design (TEC) 332,757 333,000 N/A
Construction 1,290,000 1,291,500 N/A
Construction - Contingency 520,243 518,500 N/A
Total, Construction (TEC) 1,810,243 1,810,000 N/A
Total, TEC 2,143,000 2,143,000 N/A
Contingency, TEC 595,000 595,000 N/A
Other Project Cost (OPC)
R&D 22,875 22,875 N/A
Conceptual Design 24,750 24,750 N/A
Start-up 20,250 20,250 N/A
OPC - Contingency 31,125 31,125 N/A
Total, Except D&D (OPC) 99,000 99,000 N/A
Total, OPC 99,000 99,000 N/A
Contingency, OPC 31,125 31,125 N/A
Total, TPC 2,242,000 2,242,000 N/A
(T;’Etgi OC: g)t'" gency 626,125 626,125 N/A
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year | Type \::’ri FY2021 | FY2022 | FY2023 | Outyears | Total
TEC 2,000 - - —| 1,202,000 1,204,000
FY 2020 OPC 11,500 — — — 33,800 45,300
TPC 13,500 — — —| 1,235,800| 1,249,300
TEC 21,000 1,000 — —| 1,201,700| 1,223,700
FY 2021 OPC 32,805 1,000 - - 11,495 45,300
TPC 53,805 2,000 - —| 1,213,195| 1,269,000
TEC 21,000 29,000 32,000 —| 2,061,000| 2,143,000
FY 2022 OPC 32,805 13,000 — — 53,195 99,000
TPC 53,805 42,000 32,000 —| 2,114,195| 2,242,000
TEC 21,000 29,000 32,000 32,000 2,029,000 2,143,000
FY 2023 OPC 32,805 13,000 - 5,000 48,195 99,000
TPC 53,805 42,000 32,000 37,000 2,077,195| 2,242,000
Note:
- This project has not received CD-2 approval; therefore, funding estimates are preliminary.
6. Related Operations and Maintenance Funding Requirements
Start of Operation or Beneficial Occupancy FY 2037
Expected Useful Life 25 years
Expected Future Start of D&D of this capital asset FY 2062

Related Funding Requirements
(dollars in thousands)

Annual Costs

Life Cycle Costs

Previous Total

Estimate

Current Total
Estimate

Previous Total
Estimate

Current Total
Estimate

Repair

Operations, Maintenance and

59,

000

59,000

1,475,000

1,475,000

The numbers presented are the incremental operations and maintenance costs above the existing SNS facility without
escalation. The estimate will be updated and additional details will be provided after CD-2, Approve Performance Baseline.
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7. D&D Information

The new area being constructed in this project is not replacing existing facilities.

Square Feet

New area being constructed by this project at ORNL ........cooiiiiiiiiei i ~350,000

Area of D&D in this Project @t ORNL ......ccccuiiiieiiie ettt ettt e e et e e e et e e e earee e eareeeesabaeeeeeenns —

Area at ORNL to be transferred, sold, and/or D&D outside the project, including area previously

“ " ~350,000
o T 0] =T SRS

Area of D&D in this project at other sites

Area at other sites to be transferred, sold, and/or D&D outside the project, including area previously

B o =11 =T S USI

Total area eliMINAted ... e e et e e e e e e et e e e e e e e aaba e rraaeaaeeeanns —

8. Acquisition Approach

Based on the DOE determination at CD-1, ORNL is acquiring the STS project under the existing DOE Management and
Operations (M&O) contract.

The M&O contractor prepared a Conceptual Design Report for the STS project and identified key design activities,
requirements, and high-risk subsystem components to reduce cost and schedule risk to the project and expedite the
startup. The necessary project management systems are fully up to date, operating, and are maintained as an ORNL-wide
resource.

ORNL will design and procure the key technical subsystem components. Some technical system designs will require
research and development activities. Preliminary cost estimates for most of these systems are based on operating
experience of SNS and vendor estimates, while some first-of-a-kind systems are based on expert judgement. Vendors
and/or partner labs with the necessary capabilities will fabricate the technical equipment. ORNL will competitively bid and
award all subcontracts based on best value to the government. The M&O contractor’s performance will be evaluated
through the annual laboratory performance appraisal process.

Lessons learned from other Office of Science projects and other similar facilities are being exploited fully in planning and
executing STS.
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18-SC-10, Advanced Photon Source Upgrade (APS-U), ANL
Argonne National Laboratory
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Advanced Photon Source-Upgrade (APS-U) project is $9,200,000 of Total Estimated Cost (TEC)

funding and $5,000,000 of Other Project Costs (OPC) funding. The project has a Total Project Cost (TPC) of $815,000,000.

Significant Changes

The APS-U became a line item project in FY 2018. The most recent approved DOE Order 413.3B critical decision is CD-3,
Approve Start of Construction, which was approved on July 25, 2019. CD-4, Approve Project Completion, is projected for 2Q
FY 2026. This Construction Project Data Sheet (CPDS) is an update of the FY 2022 CPDS and does not include a new start for
FY 2023. There are no significant changes.

FY 2021 funding enabled the advancement of the storage ring and experimental facilities final design, engineering,
prototyping, testing, fabrication, procurement of baseline and spare hardware, integration, and installation, and enabled
site preparation and civil construction activities for the Long Beamline Building (LBB). The project received and inspected
hardware for the storage ring and experimental facilities and advanced the integrated magnet module assembly. FY 2022
funding emphasizes fabrication, procurement, acceptance testing, integration and assembly, and preparing all items for
installation in FY 2023. Civil construction for the LBB and final design will be completed. The FY 2023 Request activities
emphasize system integration, testing, and assembly in preparation for the storage ring removal and installation during the
experimental dark time, tentatively scheduled to begin in April 2023.

To date, the project encountered delays in its progress and has required use of both cost and schedule contingency. The
COVID-19 pandemic continues to affect personnel, cause supply chain delays in deliveries, and increase costs for
procurements/subcontracts. The project and program are carefully monitoring progress and contingency, with options
under active evaluation in the event of unacceptable costs/schedule impacts.

A Federal Project Director, certified to Level 1V, has been assigned to this project and has approved this CPDS.
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Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete
Complete Complete
FY 2018 4/22/10 9/18/15 2/4/16 | 1QFY 2019 | 2QFY 2020 | 4QFY 2019 N/A 1Q FY 2026
FY 2019 4/22/10 9/18/15 2/4/16 | 2QFY 2019 | 4QFY 2021 | 1QFY 2020 N/A 2Q FY 2026
FY 2020 4/22/10 9/18/15 2/4/16 12/9/18 1QFY 2022 | 1QFY 2020 N/A 2Q FY 2026
FY 2021 4/22/10 9/18/15 2/4/16 12/9/18 1QFY 2022 7/25/19 N/A 2Q FY 2026
FY 2022 4/22/10 9/18/15 2/4/16 12/9/18 1Q FY 2022 7/25/19 N/A 2Q FY 2026
FY 2023 4/22/10 9/18/15 2/4/16 12/9/18 4Q FY 2022 7/25/19 N/A 2Q FY 2026

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range

Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)

CD-1 — Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)

CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work

CD-4 — Approve Start of Operations or Project Closeout

Performance
Fiscal Year Baseline CD-3A CD-3B
Validation
FY 2018 1Q FY 2019 8/30/12 10/6/16
FY 2019 2Q FY 2019 8/30/12 10/6/16
FY 2020 12/9/18 8/30/12 10/6/16
FY 2021 12/9/18 8/30/12 10/6/16
FY 2022 12/9/18 8/30/12 10/6/16
FY 2023 12/9/18 8/30/12 10/6/16

CD-3A — Approve Long-Lead Procurements for the Resonant Inelastic X-ray Scattering (RIXS) beamline.
CD-3B — Approve Long-Lead Procurements for accelerator components and associated systems.
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Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Cons.I;EE;:tion TEC, Total Exc:)plzcl') &D OPC, Total TPC
FY 2018 157,015 561,985 719,000 51,000 51,000 770,000
FY 2019 167,000 590,100 757,100 12,900 12,900 770,000
FY 2020 162,825 633,675 796,500 18,500 18,500 815,000
FY 2021 190,425 606,075 796,500 18,500 18,500 815,000
FY 2022 189,638 606,862 796,500 18,500 18,500 815,000
FY 2023 210,867 585,633 796,500 18,500 18,500 815,000

2. Project Scope and Justification

Scope
The APS-U project will upgrade the existing APS to provide scientists with an x-ray light source possessing world-leading

transverse coherence and extreme brightness, up to 500 times brighter than the present APS. The project’s scope includes a
new very low emittance multi-bend achromat (MBA) lattice storage ring in the existing tunnel, new permanent magnet and
superconducting insertion devices optimized for brightness and flux, new or upgraded front-ends, and any required
modifications to the linac, booster, and radiofrequency systems. The project will also construct new beamlines and
incorporate substantial refurbishment of existing beamlines, along with new optics and detectors that will enable the
beamlines to take advantage of the improved accelerator performance. Two best-in-class beamlines require conventional
civil construction to extend the beamlines beyond the existing APS Experimental Hall to achieve the desired nano-focused
beam spot size.

Justification

The BES mission is to “support fundamental research to understand, predict, and ultimately control matter and energy at
the electronic, atomic, and molecular levels in order to provide the foundations for new energy technologies and to support
DOE missions in energy, environment, and national security.” APS-U will provide the nation's researchers with a world-class
scientific user facility for mission-focused research and advanced scientific discovery.

Worldwide investments in accelerator-based x-ray light source user facilities threaten U.S. leadership in high energy, hard x-
ray light source technology. The six giga-electronvolt (GeV), very low emittance European Synchrotron Radiation Facility-
Extremely Brilliant Source (ESRF-EBS) in France came on line in 2020; China initiated construction of the High Energy Photon
Source (HEPS) in Beijing, a six GeV hard x-ray synchrotron light source, planned to come on line in 2026; the six GeV PETRA-
IV extremely low emittance storage ring at DESY in Hamburg, and SPring-8-11 in Japan are well into campaigns of major
upgrades of beamlines and are also incorporating technological advancements in accelerator science to enhance
performance for hard x-ray energies (>20 keV).

The APS upgrade will provide a world-class hard x-ray synchrotron radiation facility, with up to 500 times increased
brightness and coherent flux over the current APS and will be a unique asset in the U.S. portfolio of scientific user facilities.
The APS-U is a critical and cost-effective next step in the photon science strategy that will keep the U.S. at the forefront of
scientific research, combining with other facilities to give the U.S. a complementary set of storage ring and free-electron
laser x-ray light sources.
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The high-brightness, high-energy penetrating hard x-rays will provide a unique scientific capability directly relevant to
probing real-world materials and applications in energy, the environment, new and improved materials, and biological
studies. The APS upgrade will ensure that the APS remains a world leader in hard x-ray science.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.

Key Performance Parameters (KPPs)

The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The Objective KPPs
represent the desired project performance. Achievement of the Threshold KPPs is a prerequisite for approval of CD-4,

Project Completion.

Performance Measure

Threshold

Objective

Storage Ring Energy

> 5.7 GeV, with systems installed for 6
GeV operation

6 GeV

Beam Current

> 25 milliamps (mA)in top-up injection
mode with systems installed for 200
mA operation

200 mA in top-up injection mode

Horizontal Emittance

<130 pm-rad at 25 mA

<42 pm-rad at 200 mA

Operations

Brightness @ 20 keV?! >1x10% 1x10%
Brightness @ 60 keV?! >1x10%° 1x10%
New APS-U Beamlines Transitioned to 7 59

1Units = photons/sec/mm?/mrad?/0.1% BW
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)

Design (TEC)
FY 2012 19,200 19,200 9,095
FY 2013 15,000 15,000 17,825
FY 2014 17,015 17,015 12,889
FY 2015 20,000 20,000 19,782
FY 2016 20,000 20,000 22,529
FY 2017 34,785 34,785 23,873
FY 2018 26,000 26,000 23,829
FY 2019 14,650 14,650 23,985
FY 2020 22,988 22,988 28,486
FY 2021 18,200 18,200 23,059
FY 2022 3,029 3,029 5,515

Total, Design (TEC) 210,867 210,867 210,867
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Construction (TEC)
FY 2012 800 800 -
FY 2013 5,000 5,000 3,391
FY 2014 2,985 2,985 4,534
FY 2015 - - 573
FY 2017 7,715 7,715 389
FY 2018 67,000 67,000 6,307
FY 2019 113,150 113,150 24,425
FY 2020 143,512 143,512 55,859
FY 2021 138,300 138,300 125,595
FY 2022 97,971 97,971 179,778
FY 2023 9,200 9,200 147,517
Outyears - - 37,265
Total, Construction (TEC) 585,633 585,633 585,633
Total Estimated Cost (TEC)
FY 2012 20,000 20,000 9,095
FY 2013 20,000 20,000 21,216
FY 2014 20,000 20,000 17,423
FY 2015 20,000 20,000 20,355
FY 2016 20,000 20,000 22,529
FY 2017 42,500 42,500 24,262
FY 2018 93,000 93,000 30,136
FY 2019 127,800 127,800 48,410
FY 2020 166,500 166,500 84,345
FY 2021 156,500 156,500 148,654
FY 2022 101,000 101,000 185,293
FY 2023 9,200 9,200 147,517
Outyears - - 37,265
Total, TEC 796,500 796,500 796,500
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2010 1,000 1,000 587
FY 2011 7,500 7,500 3,696
FY 2012 - - 4,217
FY 2022 5,000 5,000 -
FY 2023 5,000 5,000 5,748
Outyears - - 4,252
Total, OPC 18,500 18,500 18,500
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2010 1,000 1,000 587
FY 2011 7,500 7,500 3,696
FY 2012 20,000 20,000 13,312
FY 2013 20,000 20,000 21,216
FY 2014 20,000 20,000 17,423
FY 2015 20,000 20,000 20,355
FY 2016 20,000 20,000 22,529
FY 2017 42,500 42,500 24,262
FY 2018 93,000 93,000 30,136
FY 2019 127,800 127,800 48,410
FY 2020 166,500 166,500 84,345
FY 2021 156,500 156,500 148,654
FY 2022 106,000 106,000 185,293
FY 2023 14,200 14,200 153,265
Outyears - - 41,517
Total, TPC 815,000 815,000 815,000

Note:

- In FY 2021, the Office of Science (SC) reprogrammed 52,200,000 of FY 2019 funds, 53,500,000 of FY 2020 funds, and 53,500,000 of
FY 2021 funds to the LCLS-II-HE project at SLAC. The FY 2019, FY 2020, and FY 2021 Budget Authority in the table above reflects the

reprogrammings. The funds for FY 2023 are required to maintain the project profile.
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4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda-ted
Baseline
Total Estimated Cost (TEC)
Design 209,868 187,921 166,962
Design - Contingency 999 1,717 9,696
Total, Design (TEC) 210,867 189,638 176,658
Equipment 503,727 478,809 465,180
Other Construction 17,000 17,000 17,000
Construction - Contingency 64,906 111,053 137,662
Total, Construction (TEC) 585,633 606,862 619,842
Total, TEC 796,500 796,500 796,500
Contingency, TEC 65,905 112,770 147,358
Other Project Cost (OPC)
Conceptual Planning 1,000 1,000 1,000
Conceptual Design 7,500 7,500 7,500
Start-up 8,662 7,570 7,100
OPC - Contingency 1,338 2,430 2,900
Total, Except D&D (OPC) 18,500 18,500 18,500
Total, OPC 18,500 18,500 18,500
Contingency, OPC 1,338 2,430 2,900
Total, TPC 815,000 815,000 815,000
(T;Etgi cf: g)t’ ngency 67,243 115,200 150,258
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year Type :eri:rl; FY 2021 FY 2022 FY 2023 Outyears Total
TEC 162,500 - — - 556,500 719,000
FY 2018 OPC 8,500 — — — 42,500 51,000
TPC 171,000 — — — 599,000 770,000
TEC 222,500 — — — 534,600 757,100
FY 2019 OPC 8,500 - - - 4,400 12,900
TPC 231,000 - - - 539,000 770,000
TEC 515,500 - — - 281,000 796,500
FY 2020 OPC 8,500 — — — 10,000 18,500
TPC 524,000 — — — 291,000 815,000
TEC 535,500 150,000 — — 111,000 796,500
FY 2021 OPC 8,500 - - - 10,000 18,500
TPC 544,000 150,000 — - 121,000 815,000
TEC 533,300 160,000 101,000 — 2,200 796,500
FY 2022 OPC 8,500 — 5,000 — 5,000 18,500
TPC 541,800 160,000 106,000 — 7,200 815,000
TEC 529,800 156,500 101,000 9,200 — 796,500
FY 2023 OPC 8,500 - 5,000 5,000 - 18,500
TPC 538,300 156,500 106,000 14,200 - 815,000

Note:

- In FY 2021, the Office of Science (SC) reprogrammed 52,200,000 of FY 2019 funds, $3,500,000 of FY 2020 funds, and $3,500,000 of
FY 2021 funds to the LCLS-II-HE project at SLAC. The FY 2023 Request in the table above reflects the reprogrammings. The funds for
FY 2023 are required to maintain the project profile.

6. Related Operations and Maintenance Funding Requirements

Start of Operation or Beneficial Occupancy FY 2026
Expected Useful Life 25 years
Expected Future Start of D&D of this capital asset FY 2051

Related Funding Requirements
(dollars in thousands)

Annual Costs Life Cycle Costs
Previous Total Current Total Previous Total Current Total
Estimate Estimate Estimate Estimate
g:sar?rt'ons’ Maintenance and 18,000 18,000 450,000 450,000

The numbers presented are the incremental operations and maintenance costs above the existing APS facility without
escalation. The estimate will be updated as the project is executed.
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7. D&D Information

The new area being constructed in this project is not replacing existing facilities.

| Square Feet
New area being constructed by this project at ANL........coiieiiieiiiiiiiee e 24,000-25,000
Area of D&D in this ProjECt @t ANL.......eeccciiie ittt e et e e et e e et e e e sabeeeeeareee e e eeanes —
Area at ANL to be transferred, sold, and/or D&D outside the project, including area previously
B o T 101 T KPP PRRRTPRPRRPRP
Area of D&D in this project at ANL
Area at other sites to be transferred, sold, and/or D&D outside the project, including area
PrevioUSsly “DanKed” ... oottt e ee e eree e
Total area liMINATEA  ....ooiiiiiieeee ettt e et e e sttt e e s et e e e snabaeeesnbteeseeennbaeeenans —

24,000-25,000

The gross square feet of the LBB is approximately 25,000, which will house two APS-U beamlines extending beyond the
current APS experimental facilities and the support laboratories. This includes the square feet for the Activated Materials
Laboratory, funded by the Office of Nuclear Energy.

8. Acquisition Approach

ANL is acquiring the APS-U project under the existing DOE Management and Operations (M&O) contract between DOE and
UChicago Argonne, LLC. The acquisition of equipment and systems for large research facilities is within the scope of the
DOE contract for the management and operations of ANL and consistent with the general expectation of the responsibilities
of DOE M&O contractors.

ANL has prime responsibility for oversight of all contracts required to execute this project, which will include managing the
design and construction of the APS-U accelerator incorporating an MBA magnet lattice, insertion devices, front ends,
beamlines/experimental stations, and any required modifications to the linac, booster, and radiofrequency systems. ANL
has established an APS-U project organization with project management, procurement management, and Environment,
Safety and Health (ES&H) management with staff qualified to specify, select and oversee procurement and installation of
the accelerator and beamline components and other technical equipment. ANL is procuring these items through
competitive bids based on a ‘best value’ basis from a variety of sources, depending on the item, and following all applicable
ANL procurement requirements. The APS-U project is using the design-bid-fabricate method. This proven approach
provides the project with direct control over the accelerator components and beamline design, equipment specification and
selection, and all contractors. The M&O contractor’s performance is evaluated through the annual laboratory performance
appraisal process.
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18-SC-11, Spallation Neutron Source Proton Power Upgrade (PPU), ORNL
Oak Ridge National Laboratory, Oak Ridge, Tennessee
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Proton Power Upgrade (PPU) project is $17,000,000 of Total Estimated Cost (TEC) funding. The

Total Project Cost (TPC) is $271,567,000.

Significant Changes

PPU was initiated in FY 2018. The most recent DOE Order 413.3B approved Critical Decision (CD) is a combined CD-2,
Approve Performance Baseline and CD-3, Approve Start of Construction, approved on October 6, 2020. CD-4, Approve
Project Completion, is anticipated in 4Q FY 2028. This Construction Project Data Sheet (CPDS) is an update of the FY 2022
CPDS and does not include a new start for FY 2023.

In FY 2021, the project continued R&D, engineering, prototyping, preliminary and final design, testing, fabrication,
procurement of baseline and spare hardware, and component integration and installation and civil construction, focusing
on initial target procurement, initial cryomodule production, and continued RF equipment procurement, and initiated
equipment installation in the klystron gallery. In FY 2022, the project will prioritize the remaining activities of R&D,
engineering, prototyping, final design, testing, fabrication, procurement of baseline and spare hardware, component
integration and installation, and civil construction site preparation, with priority on continuing RF equipment installation in
the klystron gallery, cryomodule assembly, first complete cryomodule receipt, installation of the first two cryomodules in
the accelerator, and advancing the target knowledge base by running the first PPU test target during SNS operations. In
FY 2023, the project will operate the second PPU test target at increased power levels; install two additional cryomodules
and related radiofrequency systems, begin first target station upgrades to support high-flow target gas injection; and start
construction of the tunnel stub that will facilitate connection to the future Second Target Station.

A Federal Project Director, certified to Level lll, has been assigned to this project and has approved this CPDS.

Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete
Complete Complete
FY 2020 1/7/09 8/1/17 4/4/18 | 2QFY 2021 | 4QFY 2022 | 3QFY 2022 N/A 3QFY 2027
FY 2021 1/7/09 8/1/17 4/4/18 | 2QFY 2021 | 4QFY 2022 | 2QFY 2021 N/A 3QFY 2027
FY 2022 1/7/09 8/1/17 4/4/18 10/6/20 1Q FY 2023 10/6/20 N/A 4Q FY 2028
FY 2023 1/7/09 8/1/17 4/4/18 10/6/20 2Q FY 2022 10/6/20 N/A 4Q FY 2028

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range

Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)

CD-1 — Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)

CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work

CD-4 — Approve Start of Operations or Project Closeout
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Performance
Fiscal Year Baseline CD-3A CD-3B
Validation
FY 2020 2QFY 2021 10/5/18 2QFY 2020
FY 2021 2QFY 2021 10/5/18 9/3/19
FY 2022 10/6/20 10/5/18 9/3/19
FY 2023 10/6/20 10/5/18 9/3/19

CD-3A — Approve Long-Lead Procurements, niobium material, cryomodule cavities, and related cryomodule procurements.
CD-3B — Approve Long-Lead Procurements, klystron gallery buildout, RF procurements, and cryomodule hardware.

Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Cons.l;El.(l:::tion TEC, Total Exc:)plzcl') &D OPC, Total TPC
FY 2020 27,300 210,000 237,300 12,700 12,700 250,000
FY 2021 46,700 189,502 236,202 13,798 13,798 250,000
FY 2022 40,000 217,802 257,802 13,798 13,798 271,600
FY 2023 45,300 212,469 257,769 13,798 13,798 271,567

2. Project Scope and Justification

Scope
The PPU project will design, build, install, and test the equipment necessary to double the accelerator power from 1.4

megawatts (MW) to 2.8 MW, upgrade the existing SNS target system to accommodate beam power up to 2 MW, and
deliver a 2 MW qualified target. PPU includes the provision for a stub-out in the SNS transport line to the existing target to
facilitate rapid connection to a new proton beamline. The project also includes modifications to some buildings and
services.

Justification

The Basic Energy Sciences (BES) mission is to “support fundamental research to understand, predict, and ultimately control
matter and energy at the electronic, atomic, and molecular levels in order to provide the foundations for new energy
technologies and to support DOE missions in energy, environment, and national security.” BES accomplishes its mission in
part by operating large-scale user facilities consisting of a complementary set of intense x-ray sources, neutron scattering
centers, electron beam characterization capabilities, and research centers for nanoscale science.

In the area of neutron science, numerous studies by the scientific community since the 1970s have established the scientific
justification and need for a very high-intensity pulsed neutron source in the U.S. The SNS, which began its user program at
Oak Ridge National Laboratory (ORNL) in 2007, currently fulfills the need. The SNS was designed to be upgradeable so as to
maintain its position of scientific leadership in the future, in accordance with the 1996 Basic Energy Sciences Advisory
Committee (BESAC) (Russell Panel) Report recommendation, and many technical margins were built into the SNS systems to
facilitate a power upgrade into the 2 - 4 MW range with the ability to extract some of that power to a second target station.

An upgraded SNS will enable many advances in the opportunities described in the 2015 BESAC report “Challenges at the
Frontiers of Matter and Energy: Transformative Opportunities for Discovery Science.” Four workshops were held by ORNL
to assess the neutron scattering needs in quantum condensed matter, soft matter, biology, and the frontiers in materials
discovery. These four areas encompass and directly map to the transformative opportunities identified in the BES Grand
Challenges update. Quantum materials map most directly to harnessing coherence in light and matter, while soft matter
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and biology align primarily with mastering hierarchical architectures and beyond-equilibrium matter, and frontiers in
materials discovery explored many of the topics in beyond ideal materials and systems: understanding the critical roles of
heterogeneity, interfaces, and disorder. As an example, while neutrons already play an important role in the areas of
biology and soft matter, step change improvements in capability will be required to make full use of the unique properties
of neutrons to meet challenges in mastering hierarchical architectures and beyond-equilibrium matter and understanding
the critical roles of heterogeneity and interfaces. The uniform conclusion from all of the workshops was that, in the areas of
science covered, neutrons play a unique and pivotal role in understanding structure and dynamics in materials required to

develop future technologies.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.

Key Performance Parameters (KPPs)

The Threshold KPPs, represent the minimum acceptable performance that the project must achieve. Achievement of the
Threshold KPPs will be a prerequisite for approval of CD-4, Project Completion. The Objective KPPs represent the desired

project performance.

Performance Measure Threshold Objective
Beam power on target 1.7 MW at 1.25 giga-electron volts 2.0 MW at 1.3 GeV
(GeV)
Beam energy 1.25 GeV 1.3 GeV

Target reliability lifetime without target
failure

1,250 hours at 1.7 MW

1,250 hours at 2.0 MW

Stored beam intensity in ring

> 1.6x10" protons at 1.25 GeV

> 2.24x10% protons at 1.3 GeV
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)
FY 2018 5,000 5,000 2,655
FY 2019 16,000 16,000 13,109
FY 2020 14,700 14,700 12,510
FY 2021 9,600 9,600 11,746
FY 2022 - - 3,700
FY 2023 - - 1,000
Outyears - - 580
Total, Design (TEC) 45,300 45,300 45,300
Construction (TEC)
FY 2018 31,000 31,000 1,794
FY 2019 44,000 44,000 8,018
FY 2020 45,300 45,300 28,564
FY 2021 42,400 42,400 41,249
FY 2022 17,000 17,000 65,000
FY 2023 17,000 17,000 48,000
Outyears 15,769 15,769 19,844
Total, Construction (TEC) 212,469 212,469 212,469
Total Estimated Cost (TEC)
FY 2018 36,000 36,000 4,449
FY 2019 60,000 60,000 21,127
FY 2020 60,000 60,000 41,074
FY 2021 52,000 52,000 52,995
FY 2022 17,000 17,000 68,700
FY 2023 17,000 17,000 49,000
Outyears 15,769 15,769 20,424
Total, TEC 257,769 257,769 257,769
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)

Other Project Cost (OPC)
FY 2016 4,059 4,059 1,267
FY 2017 6,739 6,739 3,773
FY 2018 - - 3,004
FY 2019 - - 1,567
FY 2020 - - 92
FY 2021 3,000 3,000 111
FY 2022 - - 650
FY 2023 - - 1,800
Outyears - - 1,534

Total, OPC 13,798 13,798 13,798
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)

Total Project Cost (TPC)
FY 2016 4,059 4,059 1,267
FY 2017 6,739 6,739 3,773
FY 2018 36,000 36,000 7,453
FY 2019 60,000 60,000 22,694
FY 2020 60,000 60,000 41,166
FY 2021 55,000 55,000 53,106
FY 2022 17,000 17,000 69,350
FY 2023 17,000 17,000 50,800
Outyears 15,769 15,769 21,958

Total, TPC 271,567 271,567 271,567

Science/Basic Energy Sciences/

18-SC-11, Spallation Neutron Source

Proton Power Upgrade (PPU), ORNL 165 FY 2023 Congressional Budget Justification



4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda-ted
Baseline
Total Estimated Cost (TEC)
Design 36,960 32,000 32,000
Design - Contingency 8,340 8,000 8,000
Total, Design (TEC) 45,300 40,000 40,000
Construction 168,502 163,452 163,466
Construction - Contingency 43,967 54,350 54,303
Total, Construction (TEC) 212,469 217,802 217,769
Total, TEC 257,769 257,802 257,769
Contingency, TEC 52,307 62,350 62,303
Other Project Cost (OPC)
R&D 2,408 2,408 2,408
Conceptual Design 7,250 7,250 7,250
Other OPC Costs 3,480 3,480 3,480
OPC - Contingency 660 660 660
Total, Except D&D (OPC) 13,798 13,798 13,798
Total, OPC 13,798 13,798 13,798
Contingency, OPC 660 660 660
Total, TPC 271,567 271,600 271,567
Total, Contingenc
(TEC+OPC) gency 52,967 63,010 62,963
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year | Type \:::: FY2021 | FY2022 | FY2023 | Outyears | Total
TEC 101,000 — — — 136,300 237,300
FY 2020 OPC 10,300 — — — 2,400 12,700
TPC 111,300 — — — 138,700 250,000
TEC 156,000 5,000 — — 75,202 236,202
FY 2021 OPC 10,798 3,000 — — — 13,798
TPC 166,798 8,000 — — 75,202 250,000
TEC 156,000 52,000 17,000 — 32,802 257,802
FY 2022 OPC 10,798 3,000 — — — 13,798
TPC 166,798 55,000 17,000 — 32,802 271,600
TEC 156,000 52,000 17,000 17,000 15,769 257,769
FY 2023 OPC 10,798 3,000 — — — 13,798
TPC 166,798 55,000 17,000 17,000 15,769 271,567
6. Related Operations and Maintenance Funding Requirements
Start of Operation or Beneficial Occupancy FY 2028
Expected Useful Life 40 years
Expected Future Start of D&D of this capital asset FY 2068

Related Funding Requirements
(dollars in thousands)

Annual Costs

Life Cycle Costs

Previous Total

Estimate

Current Total
Estimate

Previous Total
Estimate

Current Total
Estimate

Operations, Maintenance and
Repair

9,

325

9,325

373,000

373,000
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7. D&D Information

The new area being constructed in this project is not replacing existing facilities.

| Square Feet
New area being constructed by this project at ORNL 3,000-4,000
Area of D&D in this Project @t ORNL .......ciiiuiiiieiiie ettt ee e e e et e e e et e e e ear e e e eeareeeeeabaeeeeeeans —
Area at ORNL to be transferred, sold, and/or D&D outside the project, including area previously
B o F= 101 e ORI
Area of D&D in this project at Other SItES .....cccciii i e e —
Area at other sites to be transferred, sold, and/or D&D outside the project, including area
PrevioUsly “Danked” ... ..o e e e et e e e et e e e eraeaeaeeerreeeanes
Total area EliMINATEA  ....oiiiiiieeceee et et e et e e st e e et beeeesasteeesbaeeeaeeanseeeenne —

3,000-4,000

8. Acquisition Approach

Based on the DOE determination at CD-1, the PPU project is being acquired by ORNL under the existing DOE Management
and Operations (M&O) contract.

The M&O contractor has completed a Conceptual Design Report for the PPU project and identified key design activities,
requirements, and high-risk subsystem components to reduce cost and schedule risk to the project and expedite the
startup. The necessary project management systems are fully up-to-date, operating, and are maintained as an ORNL-wide
resource.

ORNL is partnering with other laboratories for design and procurement of key technical subsystem components. Some
technical system designs will require research and development activities. Cost estimates for these systems are based on
operating experience of SNS and vendor quotes. ORNL, partner laboratory staff, and/or vendors will complete the design of
the technical systems. Vendors and/or partner labs with the necessary capabilities will fabricate technical equipment. All
subcontracts will be competitively bid and awarded based on best value to the government.

Lessons learned from other Office of Science projects and other similar facilities have been sought and are being applied as
appropriate in planning and executing PPU. The M&O contractor’s performance will be evaluated through the annual
laboratory performance appraisal process.
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18-SC-12, Advanced Light Source Upgrade (ALS-U), LBNL
Lawrence Berkeley National Laboratory
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Advanced Light Source Upgrade (ALS-U) project is $135,000,000 of Total Estimated Cost (TEC)

funding. The project has a Total Project Cost (TPC) of $590,000,000.

Significant Changes

The ALS-U was initiated in FY 2018. The most recent DOE Order 413.3B approved Critical Decision (CD) is CD-2, Approve
Performance Baseline, approved on April 2, 2021. This Construction Project Data Sheet (CPDS) is an update of the FY 2022
CPDS and does not include a new start for FY 2023.

FY 2021 funding continued support of planning, engineering, design, R&D, prototyping activities, and long-lead
procurements. FY 2022 funding continues support of planning, engineering, design, R&D, prototyping, and procurements of
both long-lead components for the accumulator ring installation as well as start of major procurements for the storage ring
systems and components. In addition, FY 2022 funding will support advancing the design for the radiation shielding and
required seismic upgrades. FY 2023 funding will continue support of planning, engineering, design, R&D, prototyping,
testing, and procurements with an emphasis on accumulator, beamline, insertion device, and storage ring procurements
and continue installation of the accumulator ring in the ALS tunnel.

As final design and long-lead time procurements progress, COVID-19 impacts have required use of both cost and schedule
contingency. The COVID-19 pandemic continues to affect personnel, cause supply chain delays in deliveries, and increase
costs for staff/procurements/subcontracts. The project and program are carefully monitoring progress, cost estimates, and
contingency, with options under active evaluation in the event of unacceptable cost/schedule impacts.

A Federal Project Director, certified to Level lll, has been assigned to this project and has approved this CPDS.

Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete Complete (ST
FY 2019 9/27/16 | 4QFY 2019 | 4QFY 2019 | 4QFY 2020 | 4QFY 2022 | 4QFY 2021 N/A 4Q FY 2026
FY 2020 9/27/16 4/30/18 9/21/18 2Q FY 2021 | 4QFY 2021 | 1QFY 2022 N/A 2Q FY 2028
FY 2021 9/27/16 4/30/18 9/21/18 2Q FY 2021 | 4QFY 2021 | 1QFY 2022 N/A 2Q FY 2028
FY 2022 9/27/16 4/30/18 9/21/18 4/2/21 2Q FY 2022 | 3QFY 2022 N/A 4Q FY 2029
FY 2023 9/27/16 4/30/18 9/21/18 4/2/21 4Q FY 2022 | 1QFY 2023 N/A 4Q FY 2029

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range

Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)

CD-1 — Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)

CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work
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CD-4 — Approve Start of Operations or Project Closeout

Performance
Fiscal Year Baseline CD-3A
Validation

FY 2019 4Q FY 2020 4Q FY 2020
FY 2020 2Q FY 2021 4Q FY 2019
FY 2021 2Q FY 2021 12/19/19
FY 2022 4/2/21 12/19/19
FY 2023 4/2/21 12/19/19

CD-3A — Approve Long-Lead Procurements scope included the equipment required for the electron accumulator ring.

Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Con:;fﬁ;:tion TEC, Total Exceoplzcl’)&D OPC, Total TPC
FY 2019 39,000 243,000 282,000 38,000 38,000 320,000
FY 2020 89,750 248,250 338,000 30,000 30,000 368,000
FY 2021 89,750 290,450 380,200 30,000 30,000 410,200
FY 2022 135,711 426,289 562,000 28,000 28,000 590,000
FY 2023 134,340 427,660 562,000 28,000 28,000 590,000

2. Project Scope and Justification

Scope
The ALS-U project will upgrade the existing ALS facility by replacing the existing electron storage ring with a new electron

storage ring based on a multi-bend achromat (MBA) lattice design to provide a soft x-ray source that is orders of magnitude
brighter—a 10-1000 times increase in brightness over the current ALS—and to provide a significantly higher fraction of
coherent light in the soft x-ray region (approximately 50-2,000 electronvolts [eV]) than is currently available at ALS. The
project will replace the existing triple-bend achromat storage ring with a new, high-performance storage ring based on a
nine-bend achromat design. In addition, the project will add a low-emittance, full-energy accumulator ring to the existing
tunnel inner shield wall to enable on- and off-axis, swap-out injection and extraction into and from the new storage ring
using fast kicker magnets. The new source will require upgrading x-ray optics on existing beamlines with some beamlines
being realigned or relocated. The project adds two new undulator beamlines that are optimized for the novel science made
possible by the beam’s new high coherent flux. The project intends to reuse the existing building, utilities, electron gun,
linac, and booster synchrotron equipment currently at ALS. Prior to CD-2, the scope was increased to include radiation
shielding and safety-mandated seismic structural upgrades to the ALS facility. With an aggressive accelerator design, ALS-U
will provide the highest coherent flux of any existing or planned storage ring facility worldwide, up to a photon energy of
about 3.5 keV. This range covers the entire soft x-ray regime.

Justification

At this time, our ability to observe and understand materials and material phenomena in real-time and as they emerge and
evolve is limited. Soft x-rays (approximately 50 to 2,000 eV) are ideally suited for revealing the chemical, electronic, and
magnetic properties of materials, as well as the chemical reactions that underpin these properties. This knowledge is crucial
for the design and control of new advanced materials that address the challenges of new energy technologies.
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Existing storage ring light sources lack a key attribute that would revolutionize x-ray science: stable, nearly continuous soft
x-rays with high brightness and high coherent flux—that is, smooth, well organized soft x-ray wave fronts. Such a stable,
high brightness, high coherent flux source would enable 3D imaging with nanometer resolution and the measurement of
spontaneous nanoscale motion with nanosecond resolution—all with electronic structure sensitivity.

Currently, BES operates advanced ring-based light sources that produce soft x-rays. The NSLS-Il, commissioned in 2015, is
the brightest soft x-ray source in the U.S. The ALS, completed in 1993, is competitive with NSLS-II for x-rays below 200 eV
but not above that. NSLS-1I is somewhat lower in brightness than the new Swedish light source, MAX-1V, which began user
operations in 2017 and represents the first use of a MBA lattice design in a light source facility. Neither NSLS-II nor ALS
make use of the newer MBA lattice design. Switzerland’s SLS-2 (an MBA-based design in the planning stage) will be a
brighter soft x-ray light source than both NSLS-1l and MAX-IV when it is built and brought into operation. These
international light sources, and those that follow, will present a significant challenge to the U.S. light source community to
provide competitive x-ray sources to domestic users. Neither NSLS-II nor ALS soft x-ray light sources possess sufficient
brightness or coherent flux to provide the capability to meet the mission need in their current configurations.

BES is currently supporting two major light source upgrade projects, the APS-U and LCLS-II. These two projects will upgrade
existing x-ray facilities in the U.S. and will provide significant increases in brightness and coherent flux. These upgrades will
not address the specific research needs that demand stable, nearly continuous soft x-rays with high brightness and high
coherence.

APS-U, which is under construction at ANL, will deploy the MBA lattice design optimized for its higher 6 GeV electron energy
and to produce higher energy (hard) x-rays in the range of 10-100 keV. Because the ring will be optimized for high energy,
the soft x-ray light it produces will not be sufficiently bright to meet the research needs described above.

LCLS-Il, which is under construction at SLAC, is a high repetition rate (up to 1 MHz) free electron laser (FEL) designed to
produce high brightness, coherent x-rays, but in extremely short bursts rather than as a nearly continuous beam. Storage
rings offer higher stability than FELs. In addition, there is a need for a facility that can support a larger number of concurrent
experiments than is possible with LCLS-Il in its current configuration. This is critical for serving the large and expanding soft
x-ray research community. LCLS-II will not meet this mission need.

The existing ALS is a 1.9 GeV storage ring operating at 500 milliamps (mA) of beam current. It is optimized to produce
intense beams of soft x-rays, which offer spectroscopic contrast, nanometer-scale resolution, and broad temporal
sensitivity. The ALS facility includes an accelerator complex and photon delivery system that are capable of providing the
foundations for an upgrade that will achieve world-leading soft x-ray coherent flux. The existing ALS provides a ready-made
foundation, including conventional facilities, a $500,000,000 scientific infrastructure investment and a vibrant user
community of over 2,500 users per year already attuned to the potential scientific opportunities an upgrade offers. The
facility also includes extensive (up to 40) simultaneously operating beamlines and instrumentation, an experimental hall,
computing resources, ancillary laboratories, offices, and related infrastructure that will be heavily utilized in an upgrade
scenario. Furthermore, the upgrade leverages the ALS staff, who are experts in the scientific and technical aspects of the
proposed upgrade.

In summary, the capabilities at our existing x-ray light source facilities are insufficient to develop the next generation of
tools that combine high resolution spatial imaging together with precise energy resolving spectroscopic techniques in the
soft x-ray range. To enable these cutting edge experimental techniques, it is necessary to possess an ultra-bright source of
soft x-ray light that generates the high coherent x-ray flux required to resolve nanometer-scale features and interactions,
and to allow the real-time observation and understanding of materials and phenomena as they emerge and evolve.
Developing such a light source will ensure the U.S. has the tools to maintain its leadership in soft x-ray science and will
significantly accelerate the advancement of the fundamental sciences that underlie a broad range of emerging and future
energy applications.
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The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.

Key Performance Parameters (KPPs)
The Threshold KPPs represent the minimum acceptable performance that the project must achieve. The Objective KPPs

represent the desired project performance. Achievement of the Threshold KPPs will be a prerequisite for approval of CD-4,
Project Completion.

Performance Measure Threshold Objective
Storage Ring Energy >1.9 GeV 2.0 GeV
Beam Current > 25 mA 500 mA
Horizontal Emittance < 150 pm-rad < 85 pm-rad
Brightness @ 1 keV! >2x10%° >2x10%
New MBA Beamlines 2 22

1Units = photons/sec/0.1% BW/mm2/mrad2
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3. Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)
FY 2018 16,000 16,000 -
FY 2019 35,000 35,000 22,054
FY 2020 29,770 29,770 30,386
FY 2021 33,570 33,570 32,775
FY 2022 20,000 20,000 28,947
FY 2023 - - 14,681
Outyears - - 5,497
Total, Design (TEC) 134,340 134,340 134,340
Construction (TEC)
FY 2019 25,000 25,000 -
FY 2020 30,230 30,230 6,260
FY 2021 28,430 28,430 12,415
FY 2022 55,100 55,100 31,211
FY 2023 135,000 135,000 123,604
Outyears 153,900 153,900 254,170
Total, Construction (TEC) 427,660 427,660 427,660
Total Estimated Cost (TEC)
FY 2018 16,000 16,000 -
FY 2019 60,000 60,000 22,054
FY 2020 60,000 60,000 36,646
FY 2021 62,000 62,000 45,190
FY 2022 75,100 75,100 60,158
FY 2023 135,000 135,000 138,285
Outyears 153,900 153,900 259,667
Total, TEC 562,000 562,000 562,000
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2016 5,000 5,000 1,430
FY 2017 5,000 5,000 5,306
FY 2018 14,000 14,000 11,699
FY 2019 2,000 2,000 1,863
FY 2020 2,000 2,000 3,262
Outyears - - 4,440
Total, OPC 28,000 28,000 28,000
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2016 5,000 5,000 1,430
FY 2017 5,000 5,000 5,306
FY 2018 30,000 30,000 11,699
FY 2019 62,000 62,000 23,917
FY 2020 62,000 62,000 39,908
FY 2021 62,000 62,000 45,190
FY 2022 75,100 75,100 60,158
FY 2023 135,000 135,000 138,285
Outyears 153,900 153,900 264,107
Total, TPC 590,000 590,000 590,000
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4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda-ted
Baseline
Total Estimated Cost (TEC)
Design 101,098 95,702 92,967
Design - Contingency 33,242 40,009 38,778
Total, Design (TEC) 134,340 135,711 131,745
Construction 150,093 N/A 142,165
Equipment 171,743 300,615 161,449
Construction - Contingency 105,824 125,674 126,641
Total, Construction (TEC) 427,660 426,289 430,255
Total, TEC 562,000 562,000 562,000
Contingency, TEC 139,066 165,683 165,419
Other Project Cost (OPC)
R&D 4,971 8,200 8,241
Conceptual Planning 2,000 2,000 2,000
Conceptual Design 12,100 12,100 12,100
Start-up 2,000 2,000 2,000
OPC - Contingency 6,929 3,700 3,659
Total, Except D&D (OPC) 28,000 28,000 28,000
Total, OPC 28,000 28,000 28,000
Contingency, OPC 6,929 3,700 3,659
Total, TPC 590,000 590,000 590,000
Total, Contingency
(TEC+OPC) 145,995 169,383 169,078
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year | Type :;;'; FY2021 | FY2022 | FY2023 | Outyears | Total
TEC 10,000 — — —|  272,000] 282,000
FY 2019 OPC 12,000 - — - 26,000 38,000
TPC 22,000 — — —|  298,000] 320,000
TEC 89,000 — — —|  249,000] 338,000
FY 2020 OPC 28,000 — — — 2,000 30,000
TPC 117,000 — — —|  251,000] 368,000
TEC 136,000] 13,000 — —|  231,200] 380,200
FY 2021 OPC 28,000 - — - 2,000 30,000
TPC 164,000 13,000 — —|  233,200] 410,200
TEC 136,000]  62,000] 75,100 —|  288900] 562,000
FY 2022 OPC 28,000 — — — —| 28,000
TPC 164,000] 62,000 75,100 —|  288900] 590,000
TEC 136,000] 62,000 75100 135000 153,900] 562,000
FY 2023 OPC 28,000 - — - —| 28,000
TPC 164,000 62,000 75100 135000 153,900] 590,000

6. Related Operations and Maintenance Funding Requirements

Start of Operation or Beneficial Occupancy FY 2029
Expected Useful Life 25 years
Expected Future Start of D&D of this capital asset FY 2054

Related Funding Requirements
(dollars in thousands)

Annual Costs Life Cycle Costs
Previous Total Current Total Previous Total Current Total
Estimate Estimate Estimate Estimate

Operations, Maintenance and
Repair

7. D&D Information

At this stage of project planning and development, SC anticipates that there will be no new area being constructed in the
construction project.
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8. Acquisition Approach

Based on the DOE determination at CD-1, Lawrence Berkeley National Laboratory (LBNL) is acquiring the ALS-U project
under the existing DOE Management and Operations (M&O) contract.

The ALS-U project identified key design activities, requirements, and high-risk subsystem components to reduce cost and
schedule risk to the project and expedite the startup. The necessary project management systems are fully up-to-date,
operating, and are maintained as a LBNL-wide resource.

LBNL may partner with other laboratories for design and procurement of key technical subsystem components. Technical
system designs will require research and development activities. Cost estimates for these systems are based on ALS actual
costs and other similar facilities, to the extent practicable. Planning and budgeting for the project will exploit recent cost
data from similar projects. LBNL or partner laboratory staff will complete the design of the technical systems. Technical
equipment will either be fabricated in-house or subcontracted to vendors with the necessary capabilities. All subcontracts
are being competitively bid and awarded based on best value to the government. The M&O contractor’s performance is
being evaluated through the annual laboratory performance appraisal process.

Lessons learned from other SC projects and other similar facilities are being exploited fully in planning and executing ALS-U.
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18-SC-13, Linac Coherent Light Source-lI-High Energy (LCLS-1I-HE), SLAC
SLAC National Accelerator Laboratory
Project is for Design and Construction

1. Summary, Significant Changes, and Schedule and Cost History

Summary
The FY 2023 Request for the Linac Coherent Light Source-Il High Energy (LCLS-1I-HE) project is $90,000,000 of Total

Estimated Cost (TEC) funding and $4,000,000 of Other Project Costs (OPC) funding. This project at CD-1 established a
preliminary Total Project Cost (TPC) range of $290,000,000 to $480,000,000. This cost range encompassed the most feasible
preliminary alternatives at CD-1. Pending CD-2 reviews, the project’s TPC estimate is likely to exceed the current level of
$660,000,000, and could approach $710,000,000 when COVID-driven cost and schedule increases are included.

Significant Changes
The LCLS-II-HE project was initiated in FY 2019. The most recent DOE Order 413.3B approved Critical Decision (CD) is CD-3A,

Approve Long-Lead Procurements, which was approved on May 12, 2020. The LCLS-1I-HE project is continuing to assess the
impact of COVID-19 on the project’s cost, schedule, and project milestones. The combined CD-2/3 approval is projected for
4Q FY 2023 and CD-4 is now projected for 2Q FY 2031. This Construction Project Data Sheet (CPDS) is an update of the

FY 2022 CPDS and does not include a new start for FY 2023.

FY 2021 funding continued engineering, design, R&D, prototyping, and long-lead procurements of construction items.

FY 2022 funding supports engineering, design, R&D, prototyping, continuing long-lead procurements, and advancing the
preliminary and final designs. Priority activities include initiating the low emittance injector design and cryomodule
production at the partner labs. FY 2023 funding will continue engineering, design, R&D, prototyping, long-lead
procurements, low emittance injector designs, cryomodule production at the partner labs, and preparations for baselining
the project, and will start prototype gun production.

A Federal Project Director, certified to Level IV, has been assigned to this project and has approved this CPDS.

Critical Milestone History

Conceptual Final D&D
Fiscal Year CD-0 Design CD-1 CD-2 Design CD-3 CD-4
Complete
Complete Complete
FY 2019 12/15/16 | 3Q FY 2019 | 1QFY 2019 | 1Q FY 2021 | 1QFY 2023 | 2Q FY 2022 N/A 2Q FY 2026
FY 2020 12/15/16 3/23/18 9/21/18 2QFY 2023 | 1QFY 2023 | 2Q FY 2023 N/A 1Q FY 2028
FY 2021 12/15/16 3/23/18 9/21/18 2QFY 2023 | 1QFY 2023 | 2Q FY 2023 N/A 1Q FY 2029
FY 2022 12/15/16 3/23/18 9/21/18 4Q FY 2022 | 3QFY 2022 | 4Q FY 2022 N/A 2QFY 2030
FY 2023 12/15/16 3/23/18 9/21/18 4Q FY 2023 | 3QFY 2025 | 4Q FY 2023 N/A 2QFY 2031

CD-0 — Approve Mission Need for a construction project with a conceptual scope and cost range

Conceptual Design Complete — Actual date the conceptual design was completed (if applicable)

CD-1 - Approve Alternative Selection and Cost Range

CD-2 — Approve Performance Baseline

Final Design Complete — Estimated/Actual date the project design will be/was complete(d)

CD-3 — Approve Start of Construction
D&D Complete — Completion of D&D work
CD-4 — Approve Start of Operations or Project Closeout
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Performance
Fiscal Year Baseline CD-3A
Validation

FY 2019 1Q FY 2021 4Q FY 2019
FY 2020 2Q FY 2023 4Q FY 2019
FY 2021 2Q FY 2023 2Q FY 2020
FY 2022 4Q FY 2022 5/12/20
FY 2023 4Q FY 2023 5/12/20

CD-3A — Approve Long-Lead Procurements for cryomodule associated parts and equipment.

Project Cost History

(dollars in thousands)

Fiscal Year | TEC, Design Cons.l:::'ction TEC, Total Exc:pzcl')&D OPC, Total TPC
FY 2019 34,000 266,000 300,000 20,000 20,000 320,000
FY 2020 34,000 314,000 348,000 20,000 20,000 368,000
FY 2021 34,000 374,000 408,000 20,000 20,000 428,000
FY 2022 39,000 589,000 628,000 32,000 32,000 660,000
FY 2023 39,000 589,000 628,000 32,000 32,000 660,000

2. Project Scope and Justification

Scope
The LCLS-II-HE project’s scope includes increasing the superconducting linac energy from 4 giga-electronvolts (GeV) to 8

GeV by installing additional cryomodules in the first kilometer of the existing linac tunnel. The electron beam, generated by
a superconducting electron source, will be transported to the existing undulator hall to extend the x-ray energy to 12 keV
and beyond. The project will also modify or upgrade existing infrastructure and x-ray transport, optics, and diagnostics
system, and provide new or upgraded instrumentation to augment existing and planned capabilities. Additional scope is
being considered to address several risks associated with the linac performance, operation reliability and scientific mission
capability.

Justification

The leadership position of LCLS-II will be challenged by the European x-ray free electron laser (XFEL) at DESY in Hamburg,
Germany, which began operations in 2017. The European XFEL has a higher electron energy, which allows production of
shorter (i.e., harder) x-ray wavelength pulses compared to LCLS-II. More recent plans emerging from DESY have revealed
how the European XFEL could be extended from a pulsed operation mode to continuous operation, which would create a
profound capability gap compared to LCLS-II. The continuous operation improves the stability of the electron beam and
provides uniformly spaced pulses of x-rays or, if desired, the ability to customize the sequence of x-ray pulses provided to
experiments to optimize the measurements being made.

In the face of this challenge to U.S. scientific leadership, extending the energy reach of x-rays beyond the upper limit of
LCLS-I1 (5 keV) is a high priority. 12 keV x-rays correspond to an x-ray wavelength of approximately 1 Angstrom, which is
particularly important for high resolution structural determination experiments since this is the characteristic distance
between bound atoms in matter. Expanding the photon energy range beyond 5 keV will allow U.S. researchers to probe
earth-abundant elements that will be needed for large-scale deployment of photo-catalysts for electricity and fuel
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production; it allows the study of strong spin-orbit coupling that underpins many aspects of quantum materials; and it
reaches the biologically important selenium k-edge, used for protein crystallography.

There is also a limited ability to observe and understand the structural dynamics of complex matter at the atomic scale with
hard x-rays, at ultrafast time scales, and in operational environments. Overcoming this capability gap is crucial for the
design, control and understanding of new advanced materials necessary to develop new energy technologies. To achieve
this objective, the Department needs a hard x-ray source capable of producing high energy ultrafast bursts, with full spatial
and temporal coherence, at high repetition rates. Possession of a hard x-ray source with a photon energy range from 5- 12
keV and beyond would enable spectroscopic analysis of additional key elements in the periodic table, deeper penetration
into materials, and enhanced resolution. This capability cannot be provided by any existing or planned light source.

The LCLS-Il project at SLAC, which is currently under construction and will begin operations in 2022—-2024 is the first step to
address this capability gap. LCLS-II will be the premier XFEL facility in the world at energies ranging from 200 eV up to
approximately 5 keV. The cryomodule technology that underpins LCLS-Il is a major advance from prior designs that will
allow continuous operation up to 1 megahertz (MHz).

When completed, LCLS-II will be powered by SLAC’s 4 GeV superconducting electron linear accelerator (linac). Over the past
years, the cryomodule design for LCLS-1I has performed beyond expectations, providing the technical basis to double the
electron beam energy. It is therefore conceivable to add additional acceleration capacity at SLAC to double the electron
beam energy from 4 GeV to 8 GeV. Calculations indicate that an 8 GeV linac will deliver a hard x-ray photon beam with peak
energy of 12.8 keV, which will meet the mission need.

The LCLS-II-HE project will upgrade the LCLS-II to fully address the capability gaps and maintain U.S. leadership in XFEL
science. The upgrade will provide world leading experimental capabilities for the U.S. research community by extending the
x-ray energy of LCLS-Il from 5 keV to 12 keV and beyond. The flexibility and detailed pulse structure associated with the
proposed LCLS-II-HE facility will not be matched by other facilities under development worldwide.

Based on the factors described above, the most effective and timely approach for DOE to meet the Mission Need and
realize the full potential of the facility is by upgrading the LCLS-II, currently under construction at SLAC, by increasing the
energy of the superconducting accelerator and upgrading the existing infrastructure and instrumentation.

The project is being conducted in accordance with the project management requirements in DOE Order 413.3B, Program
and Project Management for the Acquisition of Capital Assets.
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Key Performance Parameters (KPPs)

The Key Performance Parameters (KPPs) are preliminary and may change as the project continues towards CD-2. At CD-2

approval, the KPPs will be baselined. The Threshold KPPs represent the minimum acceptable performance that the project
must achieve. The Objective KPPs represent the desired project performance. Achievement of the Threshold KPPs will be a
prerequisite for approval of CD-4, Project Completion.

Performance Measure

Threshold

Objective

bunch

Superconducting linac electron beam >7 GeV >8 GeV
energy

Electron bunch repetition rate 93 kHz 929 kHz
Superconducting linac charge per 0.02nC 0.1nC

Photon beam energy range

200 to > 8,000 eV

200 to > 12,000 eV

High repetition rate capable, hard X-ray
end stations

>3

>5

FEL photon quantity (103 BW)

5x108 (50x spontaneous @ 8 keV)

>10" @ 8 keV (200 ) or
>10" @ 12.8 keV (20 W)
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3.

Financial Schedule

(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Total Estimated Cost (TEC)
Design (TEC)
FY 2018 2,000 2,000 -
FY 2019 10,000 10,000 130
FY 2020 8,000 8,000 2,884
FY 2021 8,000 8,000 9,554
FY 2022 6,000 6,000 15,000
FY 2023 3,000 3,000 4,000
Outyears 2,000 2,000 7,432
Total, Design (TEC) 39,000 39,000 39,000
Construction (TEC)
FY 2018 6,000 6,000 -
FY 2019 15,200 15,200 4,270
FY 2020 31,957 31,957 19,620
FY 2021 47,500 47,500 41,497
FY 2022 44,000 44,000 50,000
FY 2023 87,000 87,000 75,000
Outyears 357,343 357,343 398,613
Total, Construction (TEC) 589,000 589,000 589,000
Total Estimated Cost (TEC)
FY 2018 8,000 8,000 -
FY 2019 25,200 25,200 4,400
FY 2020 39,957 39,957 22,504
FY 2021 55,500 55,500 51,051
FY 2022 50,000 50,000 65,000
FY 2023 90,000 90,000 79,000
Outyears 359,343 359,343 406,045
Total, TEC 628,000 628,000 628,000
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(dollars in thousands)

Budget
Authority Obligations Costs
(Appropriations)
Other Project Cost (OPC)
FY 2018 2,000 2,000 1,191
FY 2019 6,000 6,000 2,041
FY 2020 4,000 4,000 4,081
FY 2021 2,000 2,000 1,507
FY 2022 3,000 3,000 4,000
FY 2023 4,000 4,000 2,500
Outyears 11,000 11,000 16,680
Total, OPC 32,000 32,000 32,000
(dollars in thousands)
Budget
Authority Obligations Costs
(Appropriations)
Total Project Cost (TPC)
FY 2018 10,000 10,000 1,191
FY 2019 31,200 31,200 6,441
FY 2020 43,957 43,957 26,585
FY 2021 57,500 57,500 52,558
FY 2022 53,000 53,000 69,000
FY 2023 94,000 94,000 81,500
Outyears 370,343 370,343 422,725
Total, TPC 660,000 660,000 660,000

Note:

—  In FY 2021, the Office of Science reprogrammed $19,343,211.24 of prior year funds from this project to support the LCLS-Il project at
SLAC. The Prior Year Budget Authority in the table above reflects this reprogramming. Also in FY 2021, a total of 510,000,000 in
current year and prior year funding was reprogrammed to the LCLS-1I-HE project and additional funds are included in the outyears to

maintain the project profile.
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4. Details of Project Cost Estimate

(dollars in thousands)

Current Total Previous Total Or.iginal
Estimate Estimate Vallda‘ted
Baseline
Total Estimated Cost (TEC)
Design 35,000 35,000 N/A
Design - Contingency 4,000 4,000 N/A
Total, Design (TEC) 39,000 39,000 N/A
Construction 33,000 N/A N/A
Site Preparation 9,000 8,000 N/A
Equipment 468,000 410,000 N/A
Other Construction N/A 29,000 N/A
Construction - Contingency 79,000 142,000 N/A
Total, Construction (TEC) 589,000 589,000 N/A
Total, TEC 628,000 628,000 N/A
Contingency, TEC 83,000 146,000 N/A
Other Project Cost (OPC)
R&D 15,000 12,000 N/A
Conceptual Planning 2,000 2,000 N/A
Conceptual Design 2,000 2,000 N/A
Start-up 8,000 8,000 N/A
OPC - Contingency 5,000 8,000 N/A
Total, Except D&D (OPC) 32,000 32,000 N/A
Total, OPC 32,000 32,000 N/A
Contingency, OPC 5,000 8,000 N/A
Total, TPC 660,000 660,000 N/A
(T;’Etgi OC: g)t'" gency 88,000 154,000 N/A
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5. Schedule of Appropriations Requests

(dollars in thousands)

Fiscal Year | Type 5;;'; FY2021 | FY2022 | FY2023 | Outyears | Total
TEC 5,000 — — —| 295,000 300,000
FY 2019 oPC 2,000 — — - 18,000 20,000
TPC 7,000 — — —| 313,000 320,000
TEC 50,000 — — —|  298,000] 348,000
FY 2020 oPC 12,000 — — — 8,000 20,000
TPC 62,000 — — —| 306,000 368,000
TEC 86,000| 14,000 — —|  308,000] 408,000
FY 2021 oPC 12,000 2,000 — — 6,000 20,000
TPC 98,000 16,000 — —|  314,000] 428,000
TEC 66,657 52,000 50,000 —|  459,3a3] 628,000
FY 2022 oPC 12,000 2,000 3,000 — 15,0000 32,000
TPC 78,657| 54,000 53,000 —|  474343| 660,000
TEC 73,157 55500 50,000  90,000] 359,343| 628,000
FY 2023 OPC 12,000 2,000 3,000 4,000 11,000 32,000
TPC 85,157 57,500| 53,0000 94,000 370,343] 660,000
Note:

- In FY 2021, the Office of Science reprogrammed 519,343,211.24 of prior year funds from this project to support the LCLS-II project at
SLAC. The Prior Year Budget Authority in the table above reflects this reprogramming. Also in FY 2021, a total of 510,000,000 in
current year and prior year funding was reprogrammed to the LCLS-1I-HE project and additional funds are included in the outyears to

maintain the project profile.

6. Related Operations and Maintenance Funding Requirements

Start of Operation or Beneficial Occupancy FY 2031
Expected Useful Life 25 years
Expected Future Start of D&D of this capital asset FY 2056

Related Funding Requirements
(dollars in thousands)

Annual Costs

Life Cycle Costs

Previous Total
Estimate

Current Total
Estimate

Previous Total
Estimate

Current Total
Estimate

Repair

Operations, Maintenance and

21,500

21,500

537,500

537,500

The numbers presented are the incremental operations and maintenance costs above the LCLS-II facility without escalation.
The estimate will be updated and additional details will be provided after CD-2, Approve Project Performance Baseline.
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7. D&D Information

At this stage of project planning and development, SC anticipates that there will be no new area being constructed in the
construction project.

8. Acquisition Approach

Based on the DOE determination at CD-1, SLAC National Accelerator Laboratory is acquiring the LCLS-1I-HE project under the
existing DOE Management and Operations (M&O) contract.

SLAC has completed a Conceptual Design Report for the LCLS-1I-HE project and is in the preliminary design phase,
identifying requirements and high-risk subsystem components to reduce cost and schedule risk to the project and expedite
the startup. The necessary project management systems are fully operating and are maintained as a SLAC-wide resource.

SLAC is partnering with other laboratories for design and procurement of key technical subsystem components. Technical
system designs require research and development activities. Preliminary cost estimates for these systems are based on
actual costs from LCLS-1l and other similar facilities, to the extent practicable. The M&O contractor is fully exploiting recent
cost data in planning and budgeting for the project. SLAC or partner laboratory staff will complete the design of the
technical systems. SLAC or subcontracted vendors with the necessary capabilities will fabricate the technical equipment. All
subcontracts will be competitively bid and awarded based on best value to the government. The M&O contractor’s
performance will be evaluated through the annual laboratory performance appraisal process.

Lessons learned from the LCLS-Il project and other similar facilities are exploited fully in planning and executing LCLS-II-HE.
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Biological and Environmental Research

Overview

The mission of the Biological and Environmental Research (BER) program is to support transformative science and scientific
user facilities to achieve a predictive understanding of complex biological, Earth, and environmental systems for clean
energy and climate innovation. This fundamental research, conducted at universities, DOE national laboratories, and
research institutions across the country, explores organisms and ecosystems that can influence the U.S. energy system and
advances understanding of the relationships between energy and environment from local to global scales, including a focus
on climate change modeling. BER’s support of basic research will contribute to a future of stable, reliable, and resilient
energy sources and infrastructures that will contribute to evidence-based climate solutions with a focus on environmental
justice. Research within BER can be categorized into biological systems and Earth and environmental systems. Biological
systems research seeks to characterize and predictively understand microbial and plant systems using genomic science,
computational analyses (including Artificial Intelligence [Al] and Machine Learning [ML]), and experimental approaches.
Foundational knowledge of the structure and function of these systems underpins the ability to leverage natural processes
for clean energy production, including the sustainable development of biofuels and other bioproducts, as well as natural
carbon sequestration capabilities. Characterization of microbial communities will lead to understanding the impacts of how
vulnerable environments will respond to climate change. Earth and environmental systems research seek to characterize
and understand the feedback between Earth and energy systems, which includes studies on atmospheric physics and
chemistry, ecosystem ecology and biogeochemistry, and development and validation of Earth system models extending
from regional to global scales. These models integrate information on the biosphere, atmosphere, terrestrial land masses,
oceans, sea ice, subsurface, and human components. To promote world-class research in these areas, BER supports user
facilities that enable observation and measurement of atmospheric, biological, and biogeochemical processes using the
latest technologies. All BER activities are informed by community and the federally chartered BER Advisory Committee
engagement.

Over the last three decades, BER’s scientific impact has been transformative. Mapping the human genome through the U.S.
supported international Human Genome Project that DOE initiated in 1990 ushered in a new era of modern biotechnology
and genomics-based systems biology. Today, researchers in the BER Genomic Sciences activity and the Joint Genome
Institute (JGI), as well as in the four DOE Bioenergy Research Centers (BRCs), are using the powerful tools of plant and
microbial systems biology to pursue the innovative early-stage research that will lead to the development of future
transformative bio-based products and clean energy technologies to underpin a burgeoning bioeconomy.

Since the 1950s, BER and its predecessor organizations have been critical contributors to the fundamental scientific
understanding of climate change and the atmospheric, land, ocean, and environmental systems in which life exists. The
earliest work included atmospheric and ocean circulation studies initiated to understand the effects of fallout from nuclear
explosions in the early period of the Cold War. These efforts were the forerunners of the modern climate and Earth System
models that are in use today. Presently, BER research contributes to reducing the greatest uncertainties in model
predictions, e.g., involving clouds and aerosols. In the last decade, DOE research has made considerable advances in
increasing the reliability and predictive capabilities of these models using applied mathematics, access to DOE’s fastest
computers, and systematic comparisons with observational data to improve confidence in model predictions.

BER-supported research has also produced the software and algorithms that enable the productive application of models
that span genomics, systems biology, environmental, and Earth system science. These mission-driven models that are run
on DOE’s fastest supercomputers, are game-changing and among the most capable in the world. For example, BER’s models
of biological and environmental processes are exploring the systems level complexity of genomics, protein structures, and
microbial dynamics that will serve the basis of future bioenergy sources. BER’s Joint Genome Institute (JGI) and
Environmental Molecular Sciences Laboratory (EMSL) provide the necessary information to achieve these goals. Model
developments in climate and Earth system science are shifting to ultra-high resolution to better represent the processes
that limit prediction uncertainty, e.g., in the most climate-sensitive regions. Cloud-aerosol data provided by the
Atmospheric Radiation Measurement User Facility (ARM) as well as environmental data provided by BER’s long term
observatories are necessary in developing, testing, and validating climate and Earth systems.
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Highlights of the FY 2023 Request

The FY 2023 Request for BER is $903.7 million. BER will enhance its research on climate science by:

= Expansion of Urban Integrated Field Laboratories (Urban IFLs) that will build integrated models and tools that improve
our understanding of the interdependence of the natural and human components of the climate system;

= Utilizing the enhanced National Virtual Climate Laboratory (NVCL), to serve as a one stop portal to advance access to
climate science and as a workforce training and outreach arm from the DOE national laboratories; and

= Continued planning for a network of climate centers, affiliated with Historically Black Colleges or Universities (HBCUs)
or Minority Serving Institutions (MSls).

= New investments in Al approaches for improving earth system predictability.

The four Bioenergy Research Centers (BRCs) will be reviewed for potential renewal and enhanced to initiate new cross-BRC
collaborative research addressing clean energy challenges. BER will initiate the Energy Earthshot Research Centers (EERCs)
to bring together multi-investigator, multi-disciplinary teams to remove barriers to implementation of the innovations
emerging from basic science into potential solutions for technological challenges and are vital to realizing the stretch goals
of the DOE Energy Earthshots. Complementing and expanding the scope of the Energy Frontier Research Centers

(EFRCs) and SciDAC, aligned with both SC and the technology offices, EERCs will address key research challenges at the
interface between currently supported basic research and applied research and development activities, to bridge the R&D
gap. BER will also support early discovery stage research underpinning future and emerging Earthshots. BER research will
also support six new activities to: 1) examine the global carbon carrying capacity of terrestrial ecosystems; 2) enhance
investment in Al approaches for improving earth system predictability; 3) support the Accelerate Innovation in emerging
technologies (Accelerate) initiative to develop sensors that scale from laboratory fabricated ecosystems to field ecosystems;
4) continue support for novel quantum science for biological systems and continued support of crosscutting SC QIS
Research Centers; 5) expand the Biopreparedness Research Virtual Environment (BRaVE); 6) and commence activities in low
carbon biodesign approaches as well as new bio-based and bioinspired materials and foundational bioenergy research
underpinning new biotechnology and the bioeconomy. BER will continue a pilot project to study complex coastal estuaries,
including the Chesapeake Bay, Puget Sound, and the Great Lakes.

Key elements in the FY 2023 Request include:

Research

= Within Genomic Sciences, in FY 2022 the BRCs will undergo a merit review for a possible 5-year renewal. Pending the
successful outcome of that review, in FY 2023, the BRCs will provide new, fundamental research underpinning the
production of clean energy and chemicals from sustainable biomass resources for translation of basic research results
to industry. The BRCs will continue clean energy innovative research while initiating new inter-BRC collaborations to
tackle complex clean energy challenges. BRaVE will provide the cyber infrastructure, computational platforms, and next
generation experimental research capabilities and workflows within a single portal allowing distributed networks of
scientists to work together on multidisciplinary research priorities and/or national emergency challenges. BER will
invest in efforts to identify core biodesign rules translatable to energy efficient, low carbon manufacturing of functional
properties of novel biological polymers. New efforts on developing lab to field sensors will complement efforts to
understand the key factors controlling soil carbon residence time through detailed characterization of soil-plant-
microbe-environment processes governing carbon turnover. Computational Biosciences efforts will support Advanced
Computing to deploy a flexible multi-tier data and computational management architecture for microbiome system
dynamics and behavior. Research in Biomolecular Characterization and Imaging Science will develop QlS-enabled
techniques complementing tools and approaches at Office of Science user facilities for predictive understanding of
biological processes.

= BER will participate in the new Funding for Accelerated, Inclusive Research (FAIR) initiative to provide focused
investment on enhancing biological research on clean energy, climate, and related topics at minority serving
institutions, including attention to underserved and environmental justice regions. The activities will improve the
capability of MSls to perform and propose competitive research and will build beneficial relationships between MSls
and DOE national laboratories and facilities.
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= Earth and Environmental Systems Sciences research will focus on improving the representation of physical and
biogeochemical processes to enhance the predictability of Earth system models. Environmental System Science
integrates physical and hydrobiogeochemical sciences to provide scale-aware predictive understanding of above- and
below-surface terrestrial ecosystems. Atmospheric System Research will investigate cloud-aerosol-precipitation
interactions to improve fine resolution cloud resolving models and to enhance the Energy Exascale Earth System Model
(E3SM) down to spatial scales of 3 km. The E3SM system will expand and enhance activities to utilize advanced
software and Al/ML for running on future DOE computer architectures. The Data Management effort will enhance data
archiving and management capabilities, including using Al. Research on coastal estuaries will be continued, with a focus
on the Chesapeake Bay, Puget Sound, and Great Lakes. Research involving field-based observing and modeling will be
expanded through Urban IFLs to incorporate environmental justice as a key tenet of research involving climate-
sensitive regions. Additionally, the National Virtual Climate Lab (NVCL) will be fully implemented and continue unified
access to climate science to MSls and HBCUs, connecting frontline communities with the key climate science
capabilities and workforce training opportunities at the DOE national laboratories. Planning activities continue for a
network of climate centers affiliated with an HBCU or MSIs; the centers will serve as the translational agents
connecting BER climate science with broader socioeconomic and environmental justice issues for equitable solutions.
All activities will enhance research capacity at the affiliated universities and bring interdisciplinary strength and
diversity to DOE’s climate research.

= BER will expand support for the SC-wide Reaching a New Energy Sciences Workforce (RENEW) initiative that leverages
SC’s unique national laboratories, user facilities, and other research infrastructures to provide undergraduate and
graduate training opportunities for students and academic institutions not currently well represented in the U.S. S&T
ecosystem.

Facility Operations

=  The DOE JGI will continue providing high quality genome sequence data and analysis techniques for a wide variety of
plants and microbial communities.

= ARM will continue to provide new observations to advance Earth System models. A mobile facility will complete
deployment near Houston, TX to conduct the aerosol-convection interactions experiment and then be prepared and
deployed to San Diego. A second mobile unit will continue the study on water and energy cycles in mountainous
watersheds. A third will begin operations in the southeastern U.S. in FY 2023. Acceptance testing and evaluation will be
completed on the crewed aircraft. Research flight operations will begin in late FY 2023.

= EMSL will focus on a research agenda aligned with priority BER biology and environmental program research areas
enabling characterization and quantification of the biological and chemical constituents as well as dynamics of complex
natural systems in the environment, with a focus on microbial communities, and soil and rhizosphere ecosystems.

= All BER facilities will continue a multiyear instrumentation refresh to ensure these facilities are delivering the
capabilities required by the scientific community.
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Basic and Applied R&D Coordination

BER research underpins the needs of DOE’s energy and environmental missions and is coordinated through the National
Science and Technology Council (NSTC). This includes all biological, Earth and environmental systems modeling, renewable
energy, and field experiments involving atmospheric, ecological, and hydro-biogeochemical sciences research. Basic
research on microbes and plants provides fundamental knowledge that can be used to develop new bioenergy crops and
improved biofuel and bioproduct production processes that enable a more sustainable bioeconomy. Coordination with
other federal agencies on priority bioeconomy science needs, occurs through the Biomass Research and Development
Board, a Congressionally mandated interagency group created by the Biomass Research and Development Act of 2000, as
amended by the Energy Policy Act of 2005 and the Agricultural Act of 2014.

In general, BER coordinates with DOE’s energy technology programs through regular joint program manager meetings, by
participating in their internal program reviews and in joint principal investigator meetings, as well as conducting joint
technical workshops.

BER supports some interagency projects to manage databases (such as the Protein Data Bank) through interagency awards
and funding for complementary community resources (such as beamlines and cryo-electron microscopy), mostly with NIH
and NSF. BER also serves on a government advisory committee for DoD’s latest Manufacturing Innovation Institute, the
BioMADE project researching synthetic biology applications.

All Earth systems research activities are specifically coordinated through the interagency U.S. Global Change Research
Program and other NSTC subcommittees. For example, the DOE E3SM has evolved to become the world’s highest resolution
Earth system model, that in turn serves as an integrating platform for the scientific community to develop and test system-
level scientific concepts. The new version will add advanced capabilities for exploring cryosphere-ocean dynamics’ impacts
of climate variability, continental ice sheet evolution and sea level rise, and the effects of changing water cycles on
watershed and coastal hydrological systems. Other agencies, e.g., NOAA, NASA, the Navy, and NSF, are following
developments in E3SM via the Interagency Council for Advancing Meteorological Services (ICAMS). The ICAMS is co-led by
OSTP and NOAA with DOE as a member. The Intelligence Community has indicated significant interest in E3SM, as a
platform to incorporate their data to address national security problems. The E3SM research is tightly coordinated with
BER’s large scale experimental activities and has strong linkages to DOE applied programs and DOE Office of Policy.

Program Accomplishments

Biological Systems Science conducts fundamental genomic science on plants and microorganisms across a broad range of
biological applications including biosystems design and environmental research. The portfolio also includes the development
of enabling computational, analytical, and bioimaging capabilities for hypothesis-based experimental research.

New biosystems design research led to the development of the iPROBE system, a cell-free machine learning-informed
framework for testing multiple biosynthetic pathways in rapid fashion. The system was used to accelerate the design of an
optimized metabolic pathway for 3-hydroxybutryate production in Clostridium species. This new approach reduced the time
needed to develop engineered strains from months to weeks and could be used to optimize pathways for a range of other
compounds including biofuels and bioproducts. New microbiome research conducted as part of a 6-year prairie soil
warming experiment in central Oklahoma led to the observation that soil microbial community networks grew larger, more
complex, and more stable over time, providing insight into the effect of soil warming on soil microbial communities as a
proxy for understanding effects under warmer climate scenarios. New multi-modal bioimaging capabilities integrating four
different types of spatial and chemical measurement techniques were developed to image cells on pollen grains. The results
show the importance of a multimodal approach to microscopy to image processes within complex biosystems.
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Bioenergy Research Centers are focused on research to fill basic science knowledge gaps for the commercial production of

biofuels and bioproducts, including sustainable production of biomass, plant feedstock development, and biomass

deconstruction and conversion.

Notable accomplishments include:

= The Center for Advanced Bioenergy and Bioproduct Innovation (CABBI) engineered grasses to hyper-accumulate tri-
acylglyerides (TAGs), oils that can be easily transformed to biodiesel and other specialty lubricants and compounds.

= At the Joint BioEnergy Institute (JBEI), over expression of a metabolic gene (QsuB) resulted in the over production of
protocatechuate (PCA) in sorghum, an aromatic precursor to biofuel compounds and a range of other chemicals. The
result is another step towards crops engineered to produce specific fuels and chemicals.

= The Center for Bioenergy Innovation (CBI) demonstrated the production of C-lignin in plants, an alternate lignin form
found in seed coats. The finding is important as a potential tool to alter lignin composition in bioenergy crops to
improve biofuel production.

=  The Great Lakes Bioenergy Research Center (GLBRC) developed modified plants to over produce terpenoid compounds.
These versatile molecules can be further converted to flavors, scents, and other commodity chemicals normally
produced from petroleum.

Earth and Environmental Systems Sciences conducts research to improve the predictability of the Earth system at different
scales, with particular focus on the interdependencies of the physical, biogeochemical, and human processes that govern
variability, change, and the evolution of extreme climate events.

An analysis and comparison of tropical cyclone observations and computer simulations in the DOE Energy Exascale Earth
System Model (E3SM) showed that improvements in high resolution model biases can alleviate errors in tropical cyclone
simulations and improve predictability in Earth system models. In linking regional modeling to Earth system modeling
efforts, perennial bioenergy crops were incorporated into the global Community Terrestrial System Model for the first time,
enabling simulation and understanding of feedbacks among bioenergy crops and Earth system processes at local, regional,
and global scales. Atmospheric researchers studied aerosols in a cloud chamber under varied water vapor concentrations
and found that turbulent fluctuations led to cloud formation at much lower relative humidity levels than which occur under
average steady state conditions, potentially leading to new parameterizations for Earth system models. Ecologists
conducting a field warming and elevated CO, experiment in a high-latitude forest found increased fine-root growth,
particularly in shrub vegetation, highlighting a mechanism that enables shrubs to rapidly adapt to warmer and drier
conditions.

User Facilities house state-of-the-art tools and expertise to enable the scientific community to address and solve research

questions for biological and environmental systems.

Notable accomplishments from the User Facilities include:

= The Joint Genome Institute (JGI) developed a reference genome for the switchgrass bioenergy crop, based on the
collection of 700+ switchgrass plants from 25 states, and established ten experimental switchgrass plots across 1,100
miles to enable testing of climate adaptations with switchgrass biology;

= The Environmental Molecular Sciences Laboratory (EMSL) analyzed differences in predicted and observed light
absorption from atmospheric soot, and found that particle shape and composition could explain the variation in light
absorption, thereby improving estimates of black carbon effects on the global radiation balance; and

= The Atmospheric Radiation Measurement (ARM) user facility used a machine learning approach to represent cloud
processes at scales too small to be resolved by global climate models and succeeded with a new machine learning
technique that outperformed current model formulations.
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Biological and Environmental Research
Biological Systems Science

Description

Biological Systems Science integrates discovery and hypothesis-driven science with technology development on plant and
microbial systems relevant to national priorities in energy security and resilience and innovation in life sciences and biology.
Systems biology is the multidisciplinary study of complex interactions specifying the function of entire biological systems—
from single cells to multicellular organisms—rather than the study of individual isolated components. The Biological
Systems Science subprogram employs systems biology approaches from a genome-based perspective to define the
functional principles that drive living systems, from microbes and microbial communities to plants and other whole
organisms and microbiomes. The research will pursue the fundamental science needed to understand, predict, manipulate,
and design biological systems that underpin innovations for clean energy production and biotechnology and enhance our
understanding of natural, DOE-relevant environmental processes needed to promote social equity and enhance response to
the climate crisis.

Key questions that drive these studies include:

= What information is encoded in the genome sequence and how does this information explain the functional
characteristics of cells, organisms, and whole biological systems?

= How do interactions among cells regulate the functional behavior of living systems and how can those interactions be
understood dynamically and predictively?

=  How do plants, microbes, and communities of organisms adapt and respond to changing environmental conditions
(e.g., temperature, water and nutrient availability, and ecological interactions), and how can their behavior be
manipulated toward desired outcomes?

= What organizing biological principles need to be understood to facilitate the design and engineering of new biological
systems for beneficial purposes?

The subprogram builds upon a successful track record in defining and tackling bold, complex scientific problems in
genomics. These problems require the development of large tools and infrastructure; strong collaboration with the
computational sciences community; and the mobilization of multidisciplinary teams focused on plant and microbial
bioenergy and bioeconomy-related research. The subprogram employs approaches such as genome sequencing,
proteomics, metabolomics, structural biology, high-resolution imaging and characterization, and integration of information
on open access computational platforms into models that can be iteratively tested and validated to advance a predictive
understanding of biological systems.

The subprogram supports the operation of the DOE Bioenergy Research Centers (BRCs) and the DOE Joint Genome Institute
(JGI) scientific user facility.

Genomic Science

The Genomic Science activity supports research seeking to reveal the fundamental principles that drive biological systems
relevant to DOE missions in clean energy and climate resilience. These principles guide the interpretation of the genetic
code into functional proteins, biomolecular complexes, metabolic pathways, and the metabolic/regulatory networks
underlying the systems biology of plants, microbes, and communities. Advancing fundamental knowledge of these systems
in concert with integrative, collaborative, and open access computational platforms will accelerate biological research for
solutions to clean energy production, breakthroughs in genome-based biotechnology underpinning a broader decarbonized
bioeconomy, understanding the role of biological systems in the environment, including carbon capture and sequestration,
and adapting biological design paradigms to physical and material systems.

The major objectives of the Genomic Science activity are to determine the molecular mechanisms, regulatory elements, and
integrated networks needed to understand genome-scale functional properties of microbes, plants, and communities; to
develop “-omics” experimental capabilities and enabling technologies needed to achieve a dynamic, system-level
understanding of organism and community functions; and to develop the knowledgebase, computational infrastructure,
and modeling capabilities to advance predictive understanding, manipulation and design of biological systems.
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Foundational Genomics supports fundamental research on discovery and manipulation of genome structural and regulatory
elements and epigenetic controls to understand genotype to phenotype translations in microbes and plants. Systems
biology research on microorganisms with potential bioenergy/bioproduct-relevant traits will yield new pathways to convert
plant biomass to a range of fuels, chemicals, and bioinspired products and biomaterials. Efforts in biosystems design
research builds on existing genomics-based research and develops broad-based, secure gene-editing techniques in plants
and microbes for a wide variety of advanced biotechnologies. Together these efforts will yield a broader range of platform
organisms to be employed in a range of clean energy and biotechnology applications underpinning a more decarbonized
bioeconomy. The climate related science supports new approaches and systems to support low carbon biomanufacturing,
especially with respect to genome-enabled engineering and design of biomaterials, along with developing new emerging
technologies and integrated automated sensors that scale from laboratory-fabricated ecosystems to field ecosystems in
support of the Accelerate initiative. BER’s contribution towards understanding and anticipating the convergence of
advanced genome science with other fields is critical for foresight into secure technology development, leveraging scientific
communities across biological, physical, and computational science fields with the unique ability to evaluate systems across
disciplinary boundaries. The Funding for Accelerated, Inclusive Research (FAIR) initiative will provide opportunities to
enhance clean energy genome research at minority serving institutions, including attention to underserved and
environmental justice communities.

The Energy Earthshot Research Centers (EERCs) program is a new modality of research to be launched in FY 2023, building
on the success of the Energy Frontier Research Centers (EFRCs). Like the EFRCs and the Scientific Discovery through
Advanced Computing (SciDAC) program, EERCs will bring together multi-investigator, multi-disciplinary teams to perform
energy-relevant research with a scope and complexity beyond what is possible in standard or small-group awards.
Complementing and expanding the scope of the EFRCs and SciDAC, aligned with both SC and the energy technology offices,
EERCs will address key research challenges at the interface between currently supported basic research and applied
research and development activities, to bridge the R&D gap. These challenges are barriers to implementation of the
innovations emerging from basic science into potential solutions for technological challenges and are vital to realizing the
stretch goals of the DOE Energy Earthshots. EERCs’ team awards will entail collaboration involving academic, national
laboratories, and industrial researchers with SC and the DOE technology offices, establishing a new era of cross-office
research cooperation. BER funding will focus efforts directly at the interface, ensuring that directed biological fundamental
research and capabilities at SC user facilities tackle the most challenging barriers identified in the applied research and
development activities.

Existing DOE Energy Earthshots include the Hydrogen Shot, the Long Duration Storage Shot, and the Carbon Negative Shot.
Additional topics are under consideration for future announcements. From a science perspective, many research gaps for
the Energy Earthshots crosscut all topics and will provide a foundation for other energy technology challenges, including
biotechnology, critical minerals/materials, energy-water, subsurface science (including geothermal research), and materials
and chemical processes under extreme conditions for nuclear applications. These gaps require multiscale computational
and modeling tools, new artificial intelligence and machine learning technologies, real-time characterization, including in
extreme environments, and development of the scientific base to co-design processes and systems rather than individual
materials, chemistries, and components. EERCs will leverage individual Center research to cross-fertilize the ideas that
emerge in one topical area to benefit others with similar challenges—accelerating the science, as well as the technologies.

Biopreparedness Research Virtual Environment (BRaVE) will continue to provide a single portal through which a distributed
network of capabilities and scientists can work together on multidisciplinary and multiprogram priorities to tackle
significant DOE mission-relevant science challenges and provide a ready resource to quickly address urgent national
emergencies as needed. The overall goals of the virtual environment are to understand the function of whole biological
systems, effectively integrating knowledge from distributed datasets, individual process components, and individual
component models in an Al/ML-enabled, open access computational environment.

Environmental Genomics supports research focused on understanding plants and soil microbial communities and how they
impact the cycling and/or sequestration of carbon, nutrients, and contaminants in the environment. The activity includes
the study of a range of natural and model microbiomes in targeted field environments relevant to BER’s bioenergy and
environmental research efforts. With a long history in plant and microbial genomics research coupled with substantial
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biotechnological and computational capabilities available within the DOE user facilities, BER is well positioned to make
transformative contributions in biotechnology and understanding microbiome and phytobiome function.

Computational Biosciences supports all Genomic Science systems biology activities through the ongoing development of
bioinformatics and computational biology capabilities within the DOE Systems Biology Knowledgebase (KBase) and the
National Microbiome Data Collaborative (NMDC). The integrative KBase project seeks to develop the necessary hypothesis-
generating analyses techniques and simulation capabilities on high performance computing platforms to accelerate
collaborative and reproducible systems biology research within the Genomic Sciences. The activity supports the Advanced
Computing initiative.

The DOE BRCs effort within the Genomic Science portfolio seeks to provide a fundamental understanding of the biology of
plants and microbes as a basis for developing sustainable innovative processes for clean bioenergy and a range of
bioproducts from inedible cellulosic biomass supporting a more decarbonized bioeconomy. Research will accelerate
genome engineering, using Al/ML techniques, in plants and microbes to expand the range of products that can be produced
from sustainable plant biomass, expand understanding of plant-microbe interactions to inform better agronomic practices
for clean bioenergy production, develop new plant varieties with expanded capabilities for sustainable product production
and increased collaboration among the broader research community including Historically Black Colleges and Universities
(HBCUs) and within rural communities where new crop-based clean energy and bioproduct production could spark new
industries and bioeconomic development.

Biomolecular Characterization and Imaging Science supports integrative approaches to detecting, visualizing, and
measuring systems biology processes engaged in translating information encoded in an organism’s genome to those traits
expressed by the organism. These genotype to phenotype translations are key to gaining a holistic and predictive
understanding of cellular function under a variety of environmental and bioenergy-relevant conditions. The activity will
enable development of new multimodal bioimaging, measurement, and characterization technologies to visualize the
structural, spatial, and temporal relationships of key metabolic processes governing phenotypic expression in plants and
microbes. The activity includes efforts in QIS-enabled concepts for imaging and to advance design of sensors and detectors
based on correlated materials, crucial for developing an understanding of the impact of various environmental and/or
biosystems designs on whole cell or community function.

Biological Systems Facilities and Infrastructure

The DOE JGI is the only federally funded major genome sequencing center focused on genome discovery and analysis in
plants and microbes for energy and environmental applications, and is widely used by researchers in academia, the national
laboratories, and industry. High-throughput DNA sequencing underpins modern systems biology research, providing
fundamental biological data on organisms and groups of organisms. By understanding shared features of multiple genomes,
scientists can identify key genes that may link to biological function. These functions include microbial metabolic pathways
and enzymes that are used to generate a range of different chemicals, affect plant biomass formation, degrade
contaminants, or sequester carbon dioxide, leading to the optimization of these organisms for cost effective biofuels and
bioproducts production and other DOE missions.

The DOE JGI is developing aggressive new strategies for interpreting complex genomes through new high-throughput
functional assays, DNA synthesis and manipulation techniques, and genome analysis tools in association with the DOE
KBase and the NMDC. Related efforts use genomic information to infer natural product production from microorganisms
and plants. These advanced capabilities are part of the DOE JGI strategic plan to provide users with additional, highly
efficient, capabilities supporting biosystems design efforts for biofuels and bioproducts research, and environmental
process research. The DOE JGI also performs metagenome (genomes from multiple organisms) sequencing and analysis
from environmental samples and single cell sequencing techniques for hard-to-culture microorganisms from understudied
environments relevant to the DOE missions.
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Biological and Environmental Research
Earth and Environmental Systems Sciences

Description

The Earth and Environmental Systems Sciences subprogram supports fundamental science and research capabilities that
enable major scientific developments in climate, environmental, and Earth system research, in support of DOE’s mission
goals for transformative science for energy and national security. This includes research on atmospheric, terrestrial, and
human components of the Earth system; modeling of oceanic and Great Lakes systems; modeling of component
interdependencies under a variety of natural and anthropogenic forcings; studies involving the interdependence and
perturbations involving cloud, aerosol, marine, ecological, hydrological, biogeochemical, and cryospheric processes; analysis
of the vulnerabilities that affect the resilience of the full suite of energy and related infrastructures as well as the
vulnerabilities of other human systems to extreme events; and uncertainty quantification. This integrated portfolio of
research extends from molecular-level to field-scales, spans time scales from seasonal to centennial, and emphasizes the
coupling of multidisciplinary experimentation with increasingly sophisticated computer models. The ultimate goal of new
science is to develop and enhance a predictive, systems-level understanding of the fundamental science that addresses
environmental and energy-related challenges associated with extreme phenomena. Investments will emphasize the most
difficult challenges limiting prediction uncertainty, including cloud-aerosol interactions; terrestrial systems experiencing
rapid transitions; the role of human activities as they couple with the natural system; and increasing opportunities provided
by machine learning (ML) and emerging technologies. The research will pursue the fundamental scientific understanding
necessary to inform the design, development, financing, and deployment pathways of climate friendly technical solutions
that promote social equity and enhance urban resilience in response to the climate crisis.

The subprogram supports three primary research activities: atmospheric sciences; environmental system science; and
modeling. In addition, the subprogram supports a data management activity, and two SC scientific user facilities: the
Atmospheric Radiation Measurement (ARM) and the Environmental Molecular Sciences Laboratory (EMSL). ARM provides
unique, multi-instrumented, high-resolution capabilities for continuous, three-dimensional, long-term observations that
researchers need to improve scientific understanding of atmospheric and climate processes involving clouds, aerosols,
precipitation, and the Earth’s energy balance. ARM also contains a sophisticated model-simulation component that
scientists use to augment field observations. EMSL provides integrated experimental and computational resources that
researchers utilize to extend understanding of the physical, biogeochemical, chemical, and biological processes that
underlie DOE’s energy and environmental mission. The data management activity encompasses both observed and model-
generated data that are collected by dedicated environmental field experiments; on behalf of the DOE and the international
community, this activity also archives information generated world-wide by climate and Earth system models of variable
complexity and sophistication.

Atmospheric System Research

Atmospheric System Research (ASR) is the primary U.S. research activity addressing the main source of uncertainty in
climate and Earth system models: the interdependence of clouds, atmospheric aerosols, and precipitation that in turn
influences the Earth’s radiation balance. ASR coordinates with ARM, using the facility’s continuous long-term datasets that
provide three-dimensional measurements of a variety of aerosol types that includes natural, brown, and black carbon;
cloud, aerosols, and precipitation microphysics under a variety of dynamical conditions; and turbulence and convection
over a range of spatially varying environmental and thermodynamical conditions. Collected at diverse climate-sensitive
geographic locations, the long-term observational datasets are supplemented with shorter-duration, ground-based and
airborne field campaigns as well as laboratory studies to target specific atmospheric processes that limit the predictability
of atmospheric processes, properties, and dynamical evolution. Using integrated, scalable testbeds that incorporate
process-level understanding, climate and Earth system models incorporate ASR research results to assure greater
confidence in system level understanding and predictions that span local to global.

Environmental System Sciences

Environmental System Science supports research to provide an integrated, robust, and scale-aware predictive
understanding of environmental systems, including the role of hydro-biogeochemistry, from the subsurface to the top of
the vegetative canopy that considers effects of seasonal to interannual variability and change. Short-term extreme events
that act on spatial scales that span from molecular to global are of particular interest. New multi-scale data are essential to
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advance basic understanding and improve climate and Earth system models that can and are being used to achieve broad
benefits ranging from planning and development of energy infrastructure to natural resource management, clean water,
environmental stewardship and identifying equitable solutions to the Nation’s most vulnerable communities. The vision for
this activity is to develop a unified predictive capability that integrates scale-aware process understanding with unique
characteristics of watersheds, coastal zones, terrestrial-aquatic interfaces, and urban-rural transitions that are present in,
e.g., the Arctic, midlatitude boreal zone, the Tropics, mountainous zones, and coastal regions that include the Delaware and
Susquehanna watersheds, the Great Lakes, and Puget sound.

Using decadal-scale investments, such as the Next Generation Ecosystem Experiments (NGEEs), to study the variety of time
scales and processes associated with ecological change, Environmental System Science research focuses on understanding,
observing, and modeling the processes controlling exchange flows between the atmosphere and the terrestrial biosphere,
and improving and validating the representation of environmental systems in coupled climate and Earth system models.
Research supports the integration of observations with process modeling from molecular to field scales, to improve
understanding of hydrological, and biogeochemical processes that affect terrestrial environments.

Research activities will expand place-based Urban Integrated Field Laboratories (IFLs) in support of climate science. The
Urban IFLs are dedicated to developing the science framework for advancing observational and prediction capabilities to
tackle the following interdependent challenges: constraining climate changes and its impacts on all scales across urban
regions; evaluating the mitigation-potential for emerging energy technologies that can be deployed to urban and suburban
regions; and addressing environmental justice by enabling neighborhood scale evaluation of climate impacts and energy
needs. The Urban IFL scope targets a greater set of urban regions, integrates field data within a next generation Earth
System Modeling framework, and creates a science capability to advance climate and energy research as a unified co-
dependent system. The enhanced scope will provide DOE, its stakeholders, and impacted communities with the best
possible science-based tools that enable the evaluation of the societal and environmental benefits of current and future
energy policies.

BER will continue support for the SC-wide Reaching a New Energy Sciences Workforce (RENEW) initiative that leverages SC’s
unique national laboratories, user facilities, and other research infrastructures to provide undergraduate and graduate
training opportunities for students and academic institutions not currently well represented in the U.S. S&T ecosystem. The
National Virtual Climate Laboratory (NVCL) will continue to provide greater access to climate science to Historically Black
Colleges and Universities (HBCUs), Tribal Colleges and Universities (TCUs), Hispanic Serving Institutions (HSIs), and other
Minority Serving Institutions (MSls), connecting frontline communities with the key climate science capabilities at the DOE
national laboratories. A network of climate centers that are affiliated with MSls will complete planning, with a focus on
developing climate resilience solutions that can be deployed to America’s communities.

The activity also supports Ameriflux, a network of 373 field sites funded by a variety of federal agencies and other research
institutions to measure the air-surface exchanges of heat, moisture, and other gases, between the atmosphere and the
surface to maintain data quality and organizational support to the network and funding for 13 of the network sites.

Earth and Environmental Systems Modeling

Earth and Environmental Systems Modeling develops the physical, biogeochemical, and dynamical underpinning of fully
coupled climate and Earth System Models (ESMs), in coordination with other Federal efforts. The new Integrative Artificial
Intelligence Framework for Earth System Predictability (AI4ESP) effort will motivate the radical acceleration of predictive
capabilities across the DOE climate model-data-experiment enterprise, taking advantage of emerging Al and unsupervised
learning techniques, robust couplers, diagnostics, performance metrics, and advanced data analytics. Priority model
components include the ocean, sea-ice, land-ice, atmosphere, terrestrial ecosystems, and human activities, where these are
treated as interdependent and able to exploit dynamic grid technologies. Support of diagnostic and intercomparison
activities, combined with scientific analysis, allows BER-funded researchers to exploit the best available science within each
of the world’s leading climate and Earth system modeling research programs. In addition, DOE continues to support the
Energy Exascale Earth System Model (E3SM), which is a computationally efficient model adaptable to DOE’s Leadership
Computing Facility supercomputer architectures (including Exascale computational systems), with greater sophistication
and fidelity for high resolution simulation of extreme phenomena and complex processes in heterogeneous landscapes.
Earth system modeling, simulation, and analysis tools are essential for informing energy infrastructure investment decisions
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that have the future potential for large-scale deployment that in turn benefit national security and environmental justice.
New modeling efforts will support emerging Earthshot topics.

Earth and Environmental Systems Sciences Facilities and Infrastructure

The Earth and Environmental Systems Sciences Facilities and Infrastructure activity supports data management and two
scientific user facilities for the Earth and environmental systems sciences communities. The scientific user facilities, ARM
and EMSL, provide the broad scientific community with technical capabilities, scientific expertise, and unique information
to facilitate science in areas integral to BER’s mission.

ARM is a multi-laboratory, multi-platform, multi-site, national scientific user facility, providing the world’s most
comprehensive, continuous, and precise observations of clouds, aerosols, radiative transfer, and related meteorological
information. These observations provide new data to address the main source of uncertainty in climate and Earth system
models: the interdependence of clouds, atmospheric aerosols, and precipitation that in turn influences the Earth’s radiation
balance. In addition to supporting interdisciplinary science challenges, extreme events represented in DOE’s Earth system
model are used to inform plans for designs and deployment of future energy infrastructures. ARM currently consists of
three fixed, long-term measurement facility sites (in Oklahoma, Alaska, and the Azores), three mobile observatories, and an
airborne research capability that operates at sites selected by the scientific community. In FY 2023, ARM will continue
operations at the three fixed sites. One mobile facility will complete deployment to the Houston, TX area for Tracking
Aerosol Convection Interactions Experiment (TRACER), where scientists are using a sophisticated precipitation radar
together with radiosonde and aerosol measurements to learn more about cloud and aerosol interactions in deep
convection, and then be prepared and deployed to San Diego. A second mobile unit will continue deployment in central
Colorado to study how water and energy budgets in a heterogeneous mountain environment affect precipitation patterns
in the activity called Surface Atmosphere Integrated Field Laboratory (SAIL). The third mobile unit will complete its
installation at a site in the southeastern U.S. with long term operations beginning in FY 2023. ARM will continue to
incorporate very high-resolution Large Eddy Simulations at the fixed Oklahoma site during specific campaigns requested by
the scientific community. BER is also maintaining the exponentially increasing data archive to support enhanced analyses
and model development. The data extracted from the archive are used to improve atmospheric process representations at
higher resolution, greater sophistication, and robustness of ultra-high-resolution atmospheric models. Besides supporting
BER atmospheric sciences and Earth system modeling research, the ARM facility freely provides key information to other
agencies that are engaged in, e.g., calibration and validation of space-borne sensors.

BER-supported scientists require high-quality and well-characterized in-situ aircraft observations of aerosol and cloud
microphysical properties and coincident dynamical and thermodynamic properties to continue to improve fundamental
understanding of the physical and chemical processes that control the formation, life cycle, and radiative impacts of cloud
and aerosol particles. To meet these needs, the ARM user facility will continue to develop the aerial capabilities, including
uncrewed aerial system (UAS) and crewed aircraft. Acceptance testing and evaluation on the crewed aircraft will be
completed, including modifications to the air frame as needed to install numerous existing and new atmospheric aerosol,
cloud, turbulence, and other sensors. Research flight operations will begin in late FY 2023.

EMSL provides integrated experimental and computational resources for discovery and technological innovation in the
environmental molecular sciences. EMSL enables users to undertake molecular-scale experimental and theoretical research
on biological systems, biogeochemistry, catalysts, and materials, and interfacial and surface (including aerosol) science
relevant to energy and environmental challenges facing DOE and the Nation. This research informs the development of
advanced biofuels and bioproducts, the design of novel methods to accelerate environmental cleanup, and an improved
understanding of Arctic infrastructure vulnerability due to biogenic processes that govern permafrost thaw. EMSL will
address a more focused set of scientific topics that continue to exploit High Resolution and Mass Accuracy Capability
(HRMAC), live cell imaging, and more extensive utilization of other EMSL instrumentation into process and systems models
and simulations to address challenging problems in the biological and environmental system sciences.

Data sets generated by ARM, other DOE and Federal Earth observing activities, and Earth system modeling activities are
enormous. The new science, derived from Earth observations and models, combines with advanced data analytics such as
machine learning to achieve broad benefits ranging from informing the design of robust resilient infrastructures to risk
analysis involving natural disaster impact mitigation to commercial supply chain management to natural resource
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management and environmental stewardship. Accessibility and usage of these data sets are fundamental for scientific
discovery, technological innovation, decision-making, and national security. Enhanced research across the Earth and
Environmental Systems Sciences portfolio that involves hybrid capabilities based on the combination of physics-based and
machine learning and artificial intelligence research will further these objectives.

The BER Data Management activity will focus efforts on archiving scientifically useful data from the Earth System Grid

Federation, Ameriflux, NGEE field experiments, SPRUCE site observations, and long-term DOE investments to understand
coastal and watershed systems.
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